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Abstract

In the field of extended target tracking, constrained
by the sparse measurement set from radar, the target
contour is commonly estimated as an elliptical
shape.  This paper uses convolutional neural
networks to estimate the size and orientation
information of extended targets. First, by
establishing a systematic model for elliptical
extended targets and modeling its measurement
information, data normalization, and length
equalization operations were conducted to provide
reliable measurement data for subsequent neural
network processing. Subsequently, through the
construction of a convolutional neural network
model, accurate estimation of the contour
parameters of elliptical extended targets was
achieved, and integration with Kalman filtering

enabled precise tracking of the target positions.

Finally, the effectiveness of the proposed method
was verified through the construction of simulation
scenarios, and the performance of the method was
comprehensively evaluated using the Gaussian
Wasserstein distance.
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1 Introduction

In radar target tracking, the traditional radar target
tracking algorithms assume that the target is a
point without spatial extension due to the limitation
of sensor resolution [17, 21]. However, with the
continuous development of electronic technology,
high-resolution sensors have been widely applied in
the field of target tracking. These sensors can obtain
multiple measurements per sampling cycle through
multiple scattering points from the target. On the basis
of these measurements, deep-level feature information
of the target, such as contour and orientation, can be
extracted, and such targets are referred to as extended
targets [18, 24, 32]. In recent years, significant
achievements have been made in this field through
the continuous exploration, and the relevant research
results have been applied in anti-missile defense,
autonomous driving, etc. However, how to better
extract shape and orientation information of target
from the observation information remains the focus
of the extended target tracking problem [25, 27]. The
essence of extended target tracking is to estimate the
real-time state of the target, including its position and
spatial extension [11]. Currently, there are already
many methods for the estimation of extended target
shape using 2D sensor data. Some of these methods
estimate the target contour as a basic geometrical
shape like ellipse [4, 9, 10, 20, 33] or rectangle [1,
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13, 38]. Additionally, in order to obtain more
realistic and detailed target contour information, some
methods estimate the target contour as curves [2, 3,
7,35] or irregular shapes composed of multiple basic
geometrical shapes [6, 12, 23].

In general, measurements of radar targets tend to be
a sparse measurement set, and for most application
requirements it is appropriate to estimate the spatial
extent of the extended target as the underlying
geometry. Concerning the estimation methods for
elliptical contours, the main representative approaches
include random matrix and random hypersurface
methods. Koch et al. [20] first introduced the
random matrix model to describe elliptical contour
features. Unlike other measurement models for
extended targets (e.g., Poisson space model [12],
set clustering process [16, 31], point sets on rigid
body models [5, 15]), this method approximates the
measurement model of the extended target as an
ellipse. By using Bayesian recursion, they derived
the extended target Gaussian-inverse Wishart filter,
which enabled the joint estimation of the target’s
motion state and shape [34]. Feldmann et al. [8]
optimized the random matrix model by analyzing the
influence of measurement noise on shape estimation
and established a more reasonable noise measurement
source model. In order to obtain the optimal state
estimation in the Bayesian framework, Lan J et al. [22,
23] developed a new quantitative model and obtained
the optimal state estimation equation by Bayesian
recursion. Subsequently, Yang et al. [36] linked the
target’s shape equation and measurement equation
using multiplicative noise terms and implemented
joint estimation of the target’s motion state and shape
based on the extended Kalman filter. Govaers et
al. [14] further established a more reasonable filter
based on the multiplicative noise. Baum et al. [2]
achieved star-convex extended target tracking by
assuming that each measurement source is located
on a scaled version of the actual shape of the extended
target, using a specific measurement source model.
However, most of these methods are limited by the
measurement model. In cases where only observation
data is available and it is difficult to obtain a accuracy
measurement model, these methods are subject to
significant limitations.

The emergence of neural network technology has
provided new research directions for extended target
tracking. Nezhadarya et al. [28] proposed a neural
network model called BoxNet, which is based on the
bounding box regression. By describing the target
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contour as a rectangle using observed 2D point cloud
data, they achieved estimation of the target’s spatial
extent. Simon et al. [30] transformed the measurement
data of extended targets into dual-channel image
data,and then applying Gaussian blurring to aggregate
historical measurement values and setting scaling
factors, they realized elliptical shape estimation of
extended targets. However, both the establishment
of neural network models and the transformation of
observation data into image data have limitations and
cannot fully unleash their capabilities. In the process of
extended target tracking, the most important challenge
is how to extract more feature information from limited
measurement data. Among numerous neural network
models, convolutional neural networks (CNN) are
most suitable for feature extraction. For elliptical
extended targets, it is necessary to extract ellipse shape
parameters, including major and minor axes and the
orientation angle, from the measurement data. The
operations of convolutional kernels can effectively
preserve the inherent information features and provide
assurances for achieving precise downstream tasks.
Therefore, utilizing convolutional neural networks
becomes the optimal choice for realizing extended
target shape estimation.

In this paper, we propose a CNN-based method
for estimating the shape of extended targets. In
the second part, The process of establishing the
system model for extended targets is explained. The
third part utilizes a Kalman filter to achieve motion
state estimation of the extended targets. In the
fourth part, a complete convolutional neural network
model is established to realize shape estimation
of the extended targets. In the fifth part, the
effectiveness of the proposed method (CNN-ETT) is
validated through experimental simulations, and the
experimental results are analyzed and discussed.

2 System Model

When extended target’s measurements are scattered in
a certain space in a disorderly manner, an ellipse can
be utilized to approximate the expansion state of the
target.

Assuming that the extended target’s state consists of
the kinematic state 2, = [m, 1, 7m|T and shape X} =
[0,1,w]T , where m, m, 7 can represent the position,
velocity, and acceleration. The 6, [, w represents the
ellipse’s rotation angle, long axis, and short axis.
During the target movement, assuming that the
rotation angle ¢ is consistent with the direction of
velocity. Thus, the kinematics model of the system
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established can be expressed as:

zp = (Fi, ® Ig)xgp—1 + vk (1)

where F}, is the state transition matrix, ® is Kronecker
product, and vy, is zero-mean Gaussian white noise
with covariance D ® Xy, i.e. v,~N (0, Dy@X}).

Suppose that Zj, is the measurement set of the
extended target at time k, and any measurement
value zi in Zj, represents a position in the Cartesian
coordinate system, where the measurement model is:

(2)

where H; is the measurement matrix on each
dimension,

2] = (Hy ® Ip)xy, + W)

100
H’“_[o 1 0}

when the dimension is 2, and the kinematic state
parameters are position, velocity and acceleration, and
the sensor can only observe the position information
of the target, where wi is a zero-mean Gaussian white
noise with covariance AX}; + R, and R is the error of
the sensor itself, i.e. w~N (0, \ X} + R).

Based on the research by Feldmann et al. [9],
the measurement data of the target shows a closer
alignment with real-world observations when A is set
to 1/4. As shown in Figure 1.

3 Kinematic state estimation

In this section, the extended target’s kinematic state
will be estimated. The measurement data obtained
from Eq.(2) represents the Cartesian coordinate
information in a 2-Dim plane, and Kalman filter is
used to estimate the kinematic state.

Assuming the measurement data set is:

Zp = (]} (3)

where n;, is the number of measurements included
in the measurement set, and follows a Poisson
distribution.

Firstly, the covariance of the measurement noise can
be obtained from the system’s measurement model:

(4)

where X contains the shape information of the
extended target.

sz)\Xk—FR

The Kalman filter is frequently used for tracking and
predicting single point targets. However, in the case
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Figure 1. The measurement distribution with different
values of noise covariance

of extended targets, there are multiple measurement
values ny, available at each time instance. To enhance
compatibility with the Kalman filter, it is beneficial to
incorporate the mean value of the measurement set
at time k. This approach allows for better integration
of the measurement data and improves the accuracy
of tracking and prediction. The mean value can be
calculated as follows:

1 &
B=—> 7 (5)
ng =

After obtaining the covariance of the measurement
noise and the mean value of the measurement, the
subsequent stage involves tracking the kinematic state
of the extended target by combining Kalman filter.

When the measurement at time k is not obtained, a
prediction of the kinematic state at time £ is made
beforehand. The predicted values of the target
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kinematic state obey the following probability density
distribution:

p(aklZhr) = / (@ Tht, Zoo )P (@1 [Zhr ) (1)

(6)

Further, it can be obtained:
Tpp—1 = (Fr ® Ig)Tp_1jk—1 (7)
Prji—1 = (Fr ® 1) Py_1jj—1 + Qk (8)

After obtaining the measurement value at time %, the
kinematic state is estimated. The estimated kinematic
state values of the target obey the following probability
density distribution:

P(Zk|Zk—1, T1)D(@k|Zh—1)
P(Zk|Zk-1)

(9)

p(zk|Zk) =

Further more the following equation can be obtained:

Kjy =Pyjp_1(Hy © Ig)"

SRRt
(Hy ® 1) Pyjp—1 (Hy, ® 1)~ + Ry)

Tppp =Tpp—1 + Ki(Ze — (He @ Lo)Zpp—1)  (11)

Pyr =(Ia — Ky(Hg @ 1a)) Prjr—1 (12)

where @i, Kj and P, respectively denotes the
covariance of the system process noise, the gain matrix
and the covariance of the kinematic estimation.

After obtaining the measurement set of the extended
target, the kinematic state estimation of the extended
target can be achieved by Eq.(6) to Eq.(12).

4 CNN Model

4.1 Measurement information processing
4.1.1 Data preprocessing

Data processing plays a crucial role in building a neural
network, whether it is during the initial stage of model
training or the subsequent stage of model application.
With that in mind, this section will provide an
overview of the data processing procedures.

In the previous section, the extended target’s kinematic
state was estimated through Kalman filtering, and all
the n; measurement data included in the measurement
set contained information about the target position.
Generally, the target’s motion position changes over
time, while the convolutional neural network model is
mainly used to estimate the specific information of the
target shape at each moment. Therefore, when the data
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is sent into the model for estimation, it is necessary
to remove the position information contained in it.
The measurement set Z;, constructed from this will
no longer include position information, i.e.:

(13)
(14)

A NN
Zk = Zk xk:|k
- .\ Nk
_ ) 3J
Zy = {zk}
Jj=1

where Zy;, is the updated value at time £ obtained
from the Kalman filter.

In practice, the dimensions (length and width) of
the target are not restricted to a specific range, and
excessively large or small values are not conducive
to model training. Hence, it becomes necessary to
normalize the data.

Sk,(z,y) — Sk, (x,y),min

= ’ (15)

Sk7(a}1y)7max - Sk’(l‘?y) 7m/l’n

Sk,(z,y)

where, sy, () = 2.

The numerical range of the data changes after
normalization, but its position distribution remains
the same, preserving the shape information effectively
contained in the original measurement.

Generally, the measurement data of extended targets
has a rotation angle in its spatial distribution, which is
often consistent with the velocity direction. According
to the measurement equation, the measurement
data is distributed around the measurement source.
Therefore, the rotation angle of the target can be
obtained by defining the scattering matrix.

Firstly, the scattering matrix is defined as:

N

78 =" (2] - z) (3 - 2)

j=1

! (16)

(Note:Z}, is measurement set,Z* is scattering matrix)
The rotation matrix of the measurement data can
be obtained by calculating the eigenvectors of the
scattering matrix.

e = eig(Z") (17)

Assuming the rotation matrix obtained at time  is:
| @ b
e d

The rotation angle of the extended target at this
moment is:

(18)

O = arctan(g) (19)
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Therefore, the rotation matrix is also equivalent to the
following equation:

cos(0)
sin(@k)

— sin(@k)

cos(0y) (20)

K =

The design of this model is to obtain the parameters of
the long and short axes of the ellipse. Before feeding
the data into the model for prediction, it is necessary to
fix the data at a certain rotation angle at each moment.
In the method proposed in this paper, the rotation
angle of all data is fixed at 0°.

After obtaining the rotation angle of the spatial
distribution of the measured data, the rotation matrix
of the measured data can be obtained. By taking the
inverse matrix, the rotation angle of the measured data
can be fixed at 0°, that is:

13 (21)

.
~]_ p—
Zp =Ty

The distribution of the measurement data after rotation
is shown in Figure 2.

According to Eq.(3), the quantity of measuring
points at each moment follows a Poisson distribution,
resulting in varying numbers of obtained measuring
points. To effectively utilize the neural network
model’s performance, it is necessary to process the data
into equal lengths. In this paper, the measurement data
is represented as 2-Dim Cartesian coordinates, with
position information in 2 rows and n; columns. After
equal-length processing, the data is transformed into
position coordinates with 2 rows and 256 columns.

In the data processing step, the following method was
employed to maximize the retention of information
within the measurement data. For n;, < 256, the
missing columns are filled with the average value
to reach 256 columns. For n; > 256, an outer
circle is formed using the maximum coordinates of
the measurement values. Then, an inner circle is
created at 1 of the maximum of the outer circle’s
coordinates. Within this elliptical contour area, 128
measurements are randomly selected from both inside
and outside. If the number of measurements is less
than 128, the average of the measurements is used to
fill in the remaining values. This process is illustrated
in Figure 3.

4.1.2 Measurement Information Transmission

In order to effectively utilize historical measurement
information for tracking extended targets, different
sampling instants during the target motion process
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Figure 2. Data preprocessing process

yield different measurement points. Therefore, it is
necessary to appropriately process these data.

When measurement information at time k& has not
yet been obtained, the measurements from time
k — 1 and earlier are first spatially aggregated, and
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all measurements are fixed near the origin of the
Cartesian coordinate system. This approach enables
a more effective utilization of historical measurement
information. Subsequently, the aggregated historical
information is resampled according to the method
shown in Figure 3, which reduces computational load.

After the measurement information of time k is
obtained, the measurement information of time k
can be formed by combining it with the resampled
historical measurement information. This allows for
a more accurate estimation of the shape. The entire
process is illustrated in Figure 4.

4.2 Construction of Neural Networks Model

There are numerous neural network models available,
and in the elliptical extended target tracking covered
in this paper, neural networks need to be utilized
to achieve the estimation of the spatial range of the
extended target. Convolutional neural network itself
is designed for feature information extraction, so
CNN is chosen to realize the feature extraction of the
measurement information.

The construction of the network model is the basis for
realizing the extended target shape range estimation,
and the design of the network model will be described
in detail in this subsection.

4.2.1 Design of Convolutional Layers

Convolutional layer is the key part of information
extraction in the convolutional neural network
model, in order to better accomplish the information
extraction, the convolutional layer structure designed
is shown in Figure 5 shown.

The most critical part of the convolutional layer is the
convolution operation, by which the information can
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be initially extracted, and the extraction process is:

+o0
h-gn)= Y h(r)g(n—r)

T=—00

(22)

After that the extracted information is then processed
by normalization, this operation is to remove the
outliers in the obtained information, by normalization
all the information can be controlled within a
reasonable range for subsequent processing, the
process is processed as:

Yi:m—ﬂi

~ (23)
Through the processing of these two steps, the basic
processing of the information is basically completed,
while the next by adding the ReLU activation function
can be effective in retaining the learned function
relationship, the ReLU function mapping is as follows:

f(Y) =maz(0,Y) (24)
In order to prevent the network from overfitting
and at the same time to improve the information
representation ability of the network, a maximum
pooling layer is also added to the convolutional layer,
which can be processed by the maximum pooling
layer to improve the information fitting ability of the
network even further. The construction of the network
model is the foundation for achieving accurate shape
estimation of the extended target.

4.2.2 Design of the full connectivity layer

After the obtained measurement data are processed
by the convolutional layer, the information obtained is
able to preliminarily characterize the spatial extent of
the target, and then the extracted information needs to
be further fitted to complete the final parameter fitting.
In order to realize this purpose, a fully connected layer
is designed to fit the parameters.

There are three layers in the fully-connected layer to
realize the parameter fitting, which is calculated in
each layer:

Yout = W X xin, + b (25)

where the T'anh(-) activation function is calculated as:

tanh(z;,) = cr-e ™ (26)

eTin + e ZTin

The structure of FC-Layer is shown in Figure 6.
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4.2.3 Design of the overall network model

The excellent performance of a neural network model
depends significantly on its structure. The model
consists of three convolutional layers followed by
three fully connected layers. The convolutional
layers extract feature channels with sizes of 64, 256,
and 512, respectively. The convolutional kernels
have a size of 2x2, with strides set to 2, 2, and 1
for each layer. By utilizing the feature extraction
capabilities of the convolutional layers, a wide range of
feature information can be derived from the original
measurement data. To stabilize the feature values, a
Batch Normalization (BN) layer is applied after each
convolutional layer, normalizing the extracted features

before they are passed to the activation layer [4]. The
ReLU activation function is used in each convolutional
layer to enhance the model’s non-linear fitting ability.

During the data processing stage, the measurement
data is transformed into coordinate information with
a shape of 2 rows and 256 columns, enabling it
to be input into the convolutional neural network.
However, it is important to note that the input
measurement information may not contain sufficient
feature information. To maximize the utilization and
extraction of valuable features, a MaxPooling layer
is incorporated after each convolutional layer. This
layer effectively reduces computational workload and
mitigates the risk of overfitting.

After feature extraction through the convolutional
layers, the extracted feature information is effectively
fitted through three fully connected layers. As
the shape parameters and measurement information
of the extended target may not satisfy a linear
relationship, ReLU and Tanh activation functions
are used in the fully connected layers. The ReLU
activation function can avoid the problem of gradient
disappearance in the backpropagation process and can
shield negative values, which plays an important role
in the subsequent estimation of shape parameters. The
Tanh activation function is used between the second
layer and the output layer. Since improper learning
rate setting of the ReLU activation function may cause
the neuron parameter value to be 0 during the training
process, the Tanh activation function is used to update
the data input to the output layer [19, 26, 29] to achieve
the fitting of the nonlinear relationship and output the
estimated values of the major and minor axes of the
ellipse.
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The overall processing process is illustrated in Figure 7.
The final elliptical profile parameters of the extended
target are obtained as:

Ci(w,1) = CNN(Zy) (27)

4.3 Model Training

The final performance of the neural network model
depends largely on the quality of the dataset during
the training process. A total of 100,000 measurements
from 5000 time series at different moments in time were
used to train the model, and all time series data were
generated from specific targets in random scenarios.

In particular, each dataset of time series measurement
data contains m measurements at each time point,
and each measurement information at a time point
contains ny, location information, where m is usually
less than 200, and ny, follows a Poisson distribution.
During the training process, 20 time points are
randomly selected from each time series, resulting
in the generation of 20 measurement datasets for
each time series. For example, at moment k, the
dataset corresponding to that time point will contain
measurement data from k and all previous time points,
which is then preprocessed with data standardization
and equal—length processing.

During the training process, the sample label is the
length and width corresponding to the real target. The
loss function used is the mean squared error function
(MSE). The learning rate is 5e-4, and the training
process lasts for a total of 50 epochs. The batch size is
set to 200. MSE is:

b
MSE = - 3 (v - ¥i)?

n -
=1

(28)

where Y is the actual data value and Y; is the estimated
value by the neural network model. The variation of
loss values during training is shown in Figure 8.

The computer configurations used during model
training are as follows:

e Deep Learning Framework: Pytorch2.0.1

100

0.8

0 500

1000 1500 2000 2500

Step
Figure 8. Change in value of losses

3000 3500 4000 4500 5000

CUDA: V11.2

Operating System: Windows 10
CPU: Intel i9-12900K@3.19GH
GPU: NVIDIA GeForce GTX3090Ti

4.4 Designing Extended Target Tracking Methods

The estimation of kinematic state and spatial range of
the extended target is accomplished in the previous
section, and the tracking of the elliptical extended
target can be finally realized by the effective integration
of the previous sections. Eq. (11) and Eq. (27) together
constitute the estimation of the elliptical spatial range
and kinematic state of the extended target, and the
final shape of the target can be estimated as:

my = 1T + Cr(w, 1)) (29)
where 7y is rotation matrix, ), is estimates of
kinematic state, w is short axis of ellipse, [ is long axis
of ellipse.

With the above calculations, then the elliptical spatial
extent of the extended target is finally obtained.

5 Experiment

5.1 Simulation Experiment Test

In this section, we will conduct a comprehensive
simulation test on the proposed method CNN-ETT
to verify the effectiveness of the proposed algorithm.
During the test, the CNN-ETT algorithm will be
comprehensively compared with two other excellent
algorithms (Feldmann et al. ’s method [9] and Simon
et al’s method [30]).
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5.1.1 Feasibility testing
A. Scenario Construction

To validate the effectiveness of the proposed CNN
model in this paper, we selected Feldmann'’s elliptical
extended target tracking method based on random
matrix and Simon’s elliptical extended target tracking
method based on neural network as the comparison
methods. In this simulation scenario, we assume that
there is a target moving nearly constant accelerating
(CA) in a two-dimensional plane, and the actual target
has a major axis of 120m and a minor axis of 60m. The
evolution model of the target’s motion state at time &
can be described as:

T = (Fk (9 Id)l’k—l + Vg, Vg ~ N(O, O'k) (30)
where
1 At $A£
F,=10 1 At ,
0 O 1

and sampling time is 7" = 200s, sampling period is
At = 2s.

The measurement and evolution models of the
extended target at time £ are as follows:
2] = (Hy ® Ip)xy, + W) (31)

where the observation matrix and observation noise
are defined as:

SHH

010

; 1

120 0
X’f[ 0 60}

0.1 0
R_[ 0 0.1}

At time k, the number of observation data n; follows
a Poisson distribution with p = 50. The initial motion
state of the target is:
T
o = [ Sx,0, Sy,Oa Vg,0, Uy,0> Ggz,0, ay,O :|

T (32)
=10,0,10,-10,0,0.01 |
The motion direction of the target is consistent with
the velocity direction, and all three methods have the
same initial estimated value. Here the setting of the

initial value of the target is accomplished through a
priori knowledge:

. aaT
mo = | 82.0,3.0,00, 010,020 |

T (33)
=1 0.5,0.5,7/10, 100, 70 |

B. Analysis of test results

In order to better evaluate the performance of the
proposed method, a unified evaluation metric is
necessary to evaluate different methods. For an
ellipse, its shape parameters are typically composed of
centroid coordinates, major and minor axes, and angle
of rotation. In reference [37], a method was proposed
to evaluate the similarity between two ellipses, called
Gaussian Wasserstein distance:

dGW(mzami)Q = ||596,y - 350,@}”2

+ Tr <Ze +3:—2 \/EeEé\/Ee>

(34)

where
T
mx:[sma Sy, 97 L w?}

' = rot(8)diag(I?, w?)

rot refers to the rotation matrix and ¥, = 1(I' + I'T),
m is the true value, and m is the estimation result.

Based on the set simulation scenario, the motion
state and shape of the target were tracked over 100
sampling cycles. The results are shown in Figure 9 and
Figure 10 (In the figure, to clearly illustrate the target’s
motion process, a plot was generated every 5 sampling
periods.).
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1500 QQ
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0 1000

Figure 9. Tracking results under constant acceleration
motion

Firstly, it can be very intuitively seen in Figure 9 that the
three algorithms are able to accurately and efficiently
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achieve tracking the kinematic state of the target, and
their direction estimation is also consistent with the
real state when the target makes a turn. So from the
results in Figure 9, the CNN-ETT is able to achieve
basic elliptical extended target tracking. Immediately
after that, it is also obvious in the two local details
shown in Figure 10 that the spatial range estimated by
CNN-ETT is more accurate compared to the other two
methods.

During the target motion, the performance metrics
are evaluated for each sampling cycle according to
Eq.(31), and Figure 11 shows the comparison of the
performance computation results in this scenario, in
which it is obvious that all three algorithms have
more obvious convergence results during the tracking

process. The method designed by Feldmann et al.

can achieve convergence after about 20 sampling

cycles, while the method designed by Simon et al.

and CNN-ETT can achieve convergence after about
3 sampling cycles. Moreover, in this scenario, it
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can be clearly found that the CNN-ETT algorithm
outperforms the remaining two methods. Therefore,
after analyzing Figure 11, it can be finally determined
that the method CNN-ETT proposed in this paper
can be used for elliptical extended target tracking,
and has a faster convergence speed as well as a good
performance.
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Figure 11. Gaussian Wasserstein distance for the 100
sampling periods

5.1.2 Adaptability Test
A. Scenario Construction

Tracking estimation of elliptically extended targets
can usually be widely applied in various types of
target tracking, so in order to validate the performance
of testing the CNN-ETT algorithm under different
target types, Monte Carlo method is used to test the
performance of the algorithm in this section.

In the testing process, the number of Monte Carlo
simulations is set to 100 times, and the target kinematic
state parameters other than shape parameters are set
as in Section 5.1.1. Because it is necessary to verify the
performance under different target sizes in this section,
a randomized way is used to generate the long axis,
which takes the value range of (1m,150m), and the
short axis takes the value of 0.4 — 0.8 times of the long
axis. In each simulation, a target range is randomly
generated to finalize 100 Monte Carlo simulations.

B. Analysis of test results

The final test results are shown in Figure 12. The
most obvious thing in the figure is the randomness
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in the testing process, which is in line with the testing
requirements of Monte Carlo simulation.
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Figure 12. Performance comparison of the three methods in
100 Monte Carlo simulation experiments

It is immediately apparent from the figure that the
method designed by Feldmann et al. does not
perform as well as the other two methods, this is
because the method designed by Feldmann et al.
converges slowly when tracking the target, whereas
the CNN-ETT method converges faster due to the
use of the neural network in conjunction with the
Kalman filter. The method designed by Simon et al.
outperforms Feldmann’s method but is slightly weaker
than the CNN-ETT method, mainly because Simon’s
network converts the measurement data into an image,
and some of the data is lost in the process, which affects
the final performance.

5.1.3 Real Time Testing
A. Scenario Construction

In radar extended target tracking, because it is
necessary to track the target in real time and accurately,
and this puts strict requirements on the running speed
of the algorithm, therefore, in this subsection the
running speed of the algorithm will be tested.

Among the many factors that affect the speed of
an algorithm, the number of radar measurements is
one of the most significant. It is obvious that when
the number of measurements increases, the amount
of information to be processed will also increase,
and the processing time required will also increase.

Therefore, in order to obtain a more realistic and
effective single-step running time, a total of 50 Monte
Carlo simulations were performed. In each run, the
motion parameters used are the same as described
before, where the number of measurement data is a
randomly generated number in each simulation with a
fixed range of (10, 70), and all three algorithms are run
in the same computer equipment with the following
parameters:

e Programming language: Python 3.9
e RAM: 16.0GB
e CPU: Intel(R) Core(TM) i5-8250U@1.60GHz
e GPU: NVIDIA GeForce MX150
B. Analysis of test results

The single-step average running time for 50 Monte
Carlo simulations is shown in Figure 13.
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Figure 13. Single-step running time of the three methods

In Figure 13, the maximum single-step running time
of the three methods does not exceed 8 x 1073,
which also satisfies the basic requirements of extended
target tracking. Simon’s method is slower than the
other two methods because the overall running time
averages 0.006s due to the fact that it is performed by
converting the target measurements into a two-channel
image during the tracking process. Feldmann’s
method is faster than the other two methods using
neural networks because it uses an iterative estimation
method, so its overall running time is around 0.001s.
CNN-ETT is faster than Simon’s method because it is a
direct data-driven method and does not have too much
other processing.

After validation, it is proved that the method designed
in this paper can also meet the requirements of target
tracking in terms of operation speed, and the speed
of CNN-ETT is improved compared with other neural
networks.
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Table 1. Comprehensive Performance Comparison

CNN-ETT Feldmann et al. [8]

Simon et al. [30]

Convergence period 1.5 20 2.5
(CNN-ETT vs.) - 192.50% 140.00%
Average single-step running time 0.0039 0.0021 0.0047
(CNN-ETT vs.) - 1-85.71% 117.02%
Performance under sparse measurements 55 6.5 6
(CNN-ETT vs.) - 115.38% 18.33%
Noise Resistance 6.6 8 7.5
(CNN-ETT vs.) - 117.50% 112.00%
Performance 18.12 20.85 19.58
(CNN-ETT vs.) - 113.09% 17.46%

5.1.4 Robustness testing
A. Scenario Construction

In extended target tracking, the number of
measurements, the range of target sizes, the
sparseness of the measurements, and the amount
of noise collectively affect the performance of the
algorithm. Therefore, in order to further verify the
stability of the algorithm under various conditions,
the performance of the algorithm is comprehensively
tested under different influencing factors.
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The performance of the algorithm under different
sparsity levels is firstly tested by setting different
numbers of target measurements and different target
size ranges. Firstly, the long axis of the target
spatial range is varied from 3m to 140m, and the
short axis is 1 of the long axis, the number of
measurement points is increased from 30 to 70 in
turn, and the motion parameters of the target as
well as observation parameters are the same as the
parameter settings in Section 5.1.1. On the other hand,
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Figure 16. Tracking of moving vehicles

the resistance of the algorithm to noise is verified
by setting different observation noise and different
number of measurements. In this process, the number
of measurement points is increased from 30 to 70,
the noise covariance is varied from 3.1 to 4.2, and
the motion parameters of the target as well as the
observation parameters are the same as described
before.

B. Analysis of test results

Figure 14 shows the test results of the algorithm under
different sparsity levels. Figure 15 shows the test
results of the algorithm at different noise intensities.

In Figure 14, the three subfigures correspond to the test
results of the three different algorithms. First, it is clear
from the figure that the performance of the algorithms
decreases as the number of measurements decreases,
but the effect of target size is not significant. Overall,
the algorithms perform worse when the number of
measures is sparser. Comparing the performance
representation values on the rightmost side of the

three subfigures, it is clear that the performance
values range from (0.0 — 6.0) for CNN-ETT, (0.0 — 7.0)
for Feldmann’s method, and (1.0 — 6.0) for Simon’s
method. In Figure 14(c), the performance of Simon’s
method decreases when the number of measurements
is greater than 55, which is because the method is
limited by the number of measurements and the image
resolution during the image conversion process, and
too many measurements will lead to a decrease in
performance instead. CNN-ETT is directly data-driven
and therefore does not have such a problem. In
summary, the CNN-ETT algorithm can also have good
performance for sparse measurement data.

In Figure 15, the most intuitive feeling is that the
three methods are more sensitive to noise, and the
overall performance is not as intuitive as that shown
in Figure 14, which precisely proves the impact of
noise on the performance of the algorithms in the
process of extended target tracking. The performance
test results of the three algorithms basically show that
the performance is gradually getting better from the
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top left to the bottom right. On the other hand, in
the corresponding numerical columns of the three
algorithms, the CNN-ETT method has a numerical
range of (5.0-6.8), the method designed by Feldmann
et al. has a numerical range of (6.0-8.0), the method
designed by Simon et al. has a numerical range
of (5.5-8.0), and the performance of (5.5-8.0) is in
the range of (5.5-8.0). The performance is in the
range of (5.5-7.5), so even when more extensive
performance tests are performed under different
noises, the CNN-ETT algorithm still outperforms both
outside methods.

The above stability test also proves that the CNN-ETT
has excellent resistance to sparse measurements and
noise, and also proves that the algorithm designed in
this paper can be stably applied in various complex
environments.

After the above validation finally the performance
results can be obtained as shown in Table 1.

5.2 Tests in real scenarios

In the previous section, the effectiveness of the
designed algorithm was verified through various
experiments and was fully demonstrated. In this
subsection, the CNN-ETT will be used for tracking
tests in real scenarios to verify that it can be applied in
real scenarios.

In addition, since the performance of CNN-ETT
has been fully verified in the previous section, only
CNN-ETT is tested alone in this subsection and is not
compared with other methods.

5.2.1 Operating parameter

The test scenario performed has a vehicle moving in a
parking lot at a constant turn rate. In this scenario, the
tracking time is 7' = 60s, the sampling period is A =
1s, the number of measurements obtained by the radar
in each sampling moment during the movement of the
vehicle is p = 5, and the initialized motion parameters
are set to:

~ ~ A ~ T
mo = [ 59070759707907[170712,0 ]

(35)
— [ 450,245, 7/2,3,1.5 |

5.2.2 Analysis of tracking results
Through the tracking results shown in Figure 16.

In figure, it can be verified that the proposed algorithm
CNN-ETT is able to portray the spatial range of the
target during the elliptical extended target tracking
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process, and when the vehicle is occluded during the
vehicle movement, the measurement obtained is not
accurate (t = 40), in this case the designed algorithm
can still estimate the range of the target more accurately.
The testing of the scenarios fully verifies that the
algorithm can be used in real-life scenarios, which is
useful in the fields of navigation and guidance, and
predictive driving.

6 Conclusion

The innovation of this paper is to propose a new
tracking method to solve the problem of method
complexity when tracking elliptical extended targets.
The method innovatively designs a convolutional
neural network for estimating the spatial range of the
extended target, and together with Kalman filtering
achieves the joint estimation of the kinematic state and
the approximate spatial range of the extended target.
The effectiveness of the proposed algorithm is verified
through sufficient experimental simulations.
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