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Abstract
In order to optimize the deployment of wireless
sensor network nodes, and avoid network energy
consumption increase due to node redundancy and
uneven coverage, the multi-objective mathematical
optimization problem of area coverage is
transformed into a function problem. Aiming
at network coverage rate, node dormancy rate and
network coverage uniformity, the idea of genetic
algorithm mutation is introduced based on the
discrete binary particle swarm optimization and
the global optimal speed is mutated to avoid the
algorithm falling into the local optimal solution. In
order to further improve the optimization ability
of the algorithm, the adaptive learning factor and
inertia weight are introduced to obtain the optimal
deployment algorithm of wireless sensor network
nodes. The experimental results show that the
algorithm can reduce the number of active nodes
efficiently, improve coverage uniformity, reduce
network energy consumption and prolong network
lifetime under the premise that the coverage rate is
greater than 90%, and compared with an algorithm
called coverage configuration protocol, an algorithm
called finding the minimumworking sets in wireless
sensor networks, and an algorithm called binary
particle swarm optimization-g in literature, the
number of active nodes in this algorithm is reduced
by about 36%, 30% and 23% respectively.
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1 Introduction
In the related research of wireless sensor networks,
how to reduce redundancy and save energy
consumption has always been an important issue in
this field. In order to reduce energy consumption,
the redundant nodes can be reduced through sleep
scheduling, so as to reduce the number of working
nodes in a certain time and achieve energy saving
[1–5]. Wang et al. [6] proposed a coverage algorithm
for finding the minimum working point set. The
number of working nodes and the coverage were
considered in the algorithm, but the optimization
ability of the algorithm was limited, and the number
of dormant nodes did not achieve good results.
Aiming at optimizing the area coverage, Liu et al.
[7] studied the network coverage problem based on
distributed cuckoo algorithm, which improved the
calculation speed to a certain extent. Yu et al. [8]
used the extrapolated artificial bee colony algorithm
to optimize the deployment of nodes with preset
and randomly superimposed distribution, and finally
obtained the sensor node set with the largest coverage
rate. Fish swarm algorithm was used to optimize node
deployment by Zhou et al. [9], aiming to maximize
network coverage and minimize network working
nodes. However, those algorithms didn’t consider
the impact of area coverage uniformity on network
performance. The impact of balanced coverage and
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energy uniformity on the network life cycle are
described, and an area coverage algorithm with
coverage equalization is proposed in literature [10]. In
this paper, discrete binary particle swarm optimization
algorithm is used, the escape factor is introduced, the
local search ability of the algorithm is improved, the
learning factor and inertia weight are improved in
an adaptive way, and the area coverage of wireless
sensor networks is studied by considering the network
coverage rate, node dormancy rate and network
coverage uniformity. Finally, an optimal deployment
algorithm is obtained, and its effectiveness is proved
by simulation experiments.

2 Improved Discrete Binary Particle Swarm
Optimization Algorithm

Discrete binary particle swarm optimization algorithm
is mainly proposed to solve discrete combinatorial
optimization problems, such as biological information,
knapsack problem, economic planning, graphics and
images , wireless sensor network optimization[11–
15], etc., and shows great advantages in solving
multi-objective optimization problems. Discrete
binary particle swarm optimization [16] has a strong
global search ability, but in the process of particle
approaching the optimal particle, the mutation
probability becomes larger and larger, the population
diversity becomes stronger and stronger, and the
global search ability is enhanced. However, it lacks
the local search ability and can not converge to the
global optimal solution. Moreover, with the increasing
randomness of iterative search, the algorithm lacks the
ability of local search.

2.1 Basic Discrete Binary Particle Swarm
Optimization

The discrete binary particle swarm optimization
algorithm adopts 0-1 binary coding mode, assuming
that the nodes with N members are scheduled for
sleep, and each node is numbered sequentially, which
is 1, 2, . . . , N . A particle represents a feasible solution
in the sleep scheduling problem, and the position
of the particle at a certain time is expressed as an
n-dimensional 0-1 permutation string, for example,
the position of particle i at time t can be expressed as
Xi

t =
(
xti1, x

t
i2, . . . , x

t
iN

)
, where xtik(k = 1, 2, . . . , N)

represents that particle i, represents the node bit of
the k th node, 1 represents that the node is in working
state, and 0 represents that the node is in sleeping state.

The updating formula of velocity vector is as follows:

ViQ(k + 1) =ωViQ(k) + c1γ1 (phi −XiQ(k))

+ c2γ2 (pg −XiQ(k))
(1)

Where, c1 and c2 are the weight coefficients of the
historical optimal value of the particle tracking itself
and the optimal value of the particle tracking group
respectively, which are usually set as 2, and γ1, γ2 are
random numbers uniformly distributed in the interval
[0,1]. ω is the inertia weight. The updating formula of
position vector is as follows:

x(i,r) =

{
1 g > rand
0 g < rand

(2)

g =
1

1 + exp (−vid)
(3)

Where g is the probability that the position xir is taken
as 1.

2.2 Variation Method of Velocity
In order to avoid the algorithm falling into the local
optimum, based on the mutation idea of genetic
algorithm, the escape operator is added to the speed
update formula [17], whichmakes the algorithm easier
to jump out of the local optimum and prevents the
algorithm from premature convergence.

ViQ(k + 1) =ωViQ(k) + c1γ1 (phi −XiQ(k))

+ c2γ2 (pg −XiQ(k))

+ ργ3 (Random−XiQ(k))

(4)

Where, Random is the random position of the solution
space, ρ is the curiosity coefficient of the unknown
space, generally 2, and γ3 is a random number.

2.3 Adaptive Learning Factor and Inertia Weight
The learning factor and inertia weight of the coverage
algorithm based on the traditional particle swarm
algorithm are generally fixed values, which can not
make the local or global search capability fully play
in each stage, and it is difficult to obtain the optimal
node set. In the process of finding the optimal node
set, the previous iteration focuses on finding the nodes
that can be dormant globally to reduce the number of
active nodes. In the later iteration, the local uniformity
optimization is mainly carried out. The cognitive
learning factor c1 and social learning factor c2 are set
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to change dynamically [18], so that c1 changes from
small to large, and c2 changes from large to small.{

c1 = 0.5 + 2(k/stopf)2

c2 = 2.5− 2(k/stopf)2
(5)

The inertia weight is dynamically adjusted by cosine
to increase the global search time at the beginning
of iteration and the local search time at the end of
iteration.

ωk = ωmin + (ωmax − ωmin)× cos(k/stopf) (6)

The value range of ω is generally [0.4,0.9], and stopf is
the maximum number of iterations.

3 Node Optimal-Deployment Based on
Improved Algorithm

3.1 Node Perception Model
Suppose that N sensor nodes with the same
attributes are randomly deployed in a two-dimensional
monitoring interval, and the set of sensor nodes is
S = {si | i = 1, 2, . . . , N}, and each node has the
same performance. The sensing radius rs is R and
the communication radius rc is 2R. The position
coordinates of node Si are (xi, yi), and the coordinates
of any detection point Sj are (xj , yj). The distance
between node Si and node Sj can be expressed as:

d (si, sj) =

√
(xj − xi)

2 + (yj − yi)
2 (7)

The sensing area of a node is a circular closed area
with node coordinates as the center and radiusR. If the
sensor perceptionmodel uses Boolean (0-1) perception
model, the probability model of node detection is as
follows:

p(Si,o,R) =

{
0 D(Si,o) > R

1 D(Si,o) < R
(8)

3.2 Regional Coverage Model
Suppose there arem×n pixel points in the monitoring
area A, and the cooperative sensing model is used for
the sensing of a certain pixel. Let Pall−j denote the set
of sensor nodes of all the detected pixel Sj , assuming
that there are L. such sensor nodes, then the sensing
index at pixel point Sj is the sum of the probability of
Sj of the L sensor nodes, namely:

I (sall−j , sj) =
L∑

all−j=1

p (sall−j , sj) (9)

When the induction index of the grid point is greater
than or equal to a certain threshold θ, that is, when
I (sall−j , sj) ≥ θ, the grid point Sj is covered. Use
num to record the number of grid points that meet the
coverage requirements.

Num =

{
1 I (sall−j , si) ≥ θ

0 I (sall−j , si) < θ
(10)

3.3 Determination of Objective Function
Under the condition of ensuring the coverage rate
of wireless sensor network, in order to make the
redundant nodes in the monitoring area sleep to the
maximum extent, reduce the overlapping coverage
area of working nodes, and achieve the goal of
maximum coverage and uniform network coverage,
the area coverage rate, node sleep rate, and area
coverage uniformity are selected as the fitness function
indexes of the algorithm in this paper.

Definition 1 The area coverage rate Rarea(S) of node
set S is the ratio of the total number of covered pixels
of node S to the total number of pixels of monitoring
area A, that is:

Rarea(S) =

∑m
xj=1

∑n
xi=1Num

m× n
(11)

Definition 2 Node dormancy rate Rsleep is the ratio of
the number of dormant nodes after coverage control
to the total number of sensor nodes in the network:

Rsleep =
N −Nw

N
(12)

Where N is the total number of sensor nodes in the
network; Nw is the number of working sensor nodes
in the network.

Definition 3 The regional coverage uniformity is
expressed by the standard deviation of the distance
between nodes. The smaller the standard deviation
is, the better the coverage uniformity is. Coverage
uniformity reflects the balance of network energy
consumption and load. The better the balance of
networ coverage the better the of nodes effectively
covered. The smaller the redundancy distance between
nodes, the more balanced the energy consumption and
load between nodes.

u =
1

N

N∑
i=1

Ui (13)
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Ui =

√√√√ 1

Ki

Ki∑
j=1

(d (si, sj)−Mi)
2 (14)

Where u is the coverage uniformity index; Ui is the
standard deviation of distance between node i and
neighbor nodes; Ki is the number of neighbor nodes
of the ith node; Mi represents the average distance
between the ith node and all nodes that intersect its
sensing range. The neighbor nodes of node i are all
the nodes in the working node set whose distance to
node i is less than the sensing radius R.

In order to ensure the same change trend of the three
index parameters and the target value, the utility
function is used to normalize the target function, and
the results are as followed:

f1(X) = Rarea(S) (15)
f2(X) = Rsleep (16)

Since u represents the average value of the sum of the
standard deviations of the distance between N nodes
i and neighboring nodes, it tends to the minimum
value in the process of searching for the optimal value.
In order to make the optimization trend of coverage
uniformity index consistent with coverage rate and
sleep rate index introduced to represent the maximum
value u in each cycle, and a function f3 as shown in
formula (16) is constructed. When f3 is larger, the
coverage uniformity is better, on the contrary, when f3
is smaller, the coverage uniformity is worse.

f3(X) =
umax − u

umax
(17)

Finally, the objective function of the optimization
algorithm is obtained:

max f(X) = λ1f1(X) + λ2f2(X) + λ3f3(X) (18)

Among them, λ1, λ2 and λ3 are weight parameters,
which satisfy λ1 + λ2 + λ3 = 1. Function f1 represents
network coverage index, that is, the ratio of sensor
node coverage area to the the area of monitoring area;
The function f2 represents the node sleep rate, that
is, the ratio of sleep nodes to the total number of
nodes in the network area; the function f3 represents
the normalized index of coverage uniformity, and the
value of umax is related to the number of nodes and
the distribution of nodes.

3.4 Algorithm Flow
(1) Establish the area and lay the nodes. Generate N
randomly distributed nodes, nodes will monitor the
full coverage of the area, get node location information.

(2) Initialize population information. Initialize the
whole population position X , the number of rows of
X is the number of population, each row is a particle,
and each particle is an N -bit binary number.

(3) Initialize the speed, the maximum speed is 7, the
minimum speed is −7.

(4) Calculate the objective function. According to
the objective function formula, the coverage rate,
dormancy rate and area coverage uniformity index
are obtained, and the fitness value of each particle, the
local optimal solution and the global optimal solution
of each particle are obtained.

(5) The number of iterations is initialized to k = 1, and
the program enters the main loop.

(6) The particle velocity and position are updated
according to equations (1) and (2), and the velocity
variable, learning factor and inertia weight are
reinitialized according to adaptive variogram (4), (5)
and (6).

(7) Update particle fitness value, local optimal solution
and global optimal solution of each particle.

(8) Judge whether k is equal to the maximum number
of iterations stopf , if not, then k = k+1, return to step
(6), if equal to stopf , then output the global optimal
function value and node location information, and the
algorithm is over.

4 Simulation Experiment Analysis
After the accuracy of the improved algorithm is
analyzed and its feasibility is verified, the parameter
setting of the algorithm applied to the optimal
deployment of sensor nodes is discussed, and the
coverage performance is analyzed. Assuming that the
nodes are randomly distributed in the monitoring area
and ensure full coverage, the sensing radius of sensor
nodes is 10 meters, and the communication radius
is 20 meters, which satisfies the relationship that the
communication radius is twice the sensing radius, and
the simulation parameters are ω=1, C1 = C2 = 2, and
the population size is 40.The coverage of sensors with
different area and number of nodes is simulated. Set
the monitoring area S={50× 50m, 100× 100m, 150×
150m}, the node number N={100, 200, 300, 350, 400,
500, 600, 700, 800, 900}, and the simulation results are
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executed for 30 times and the average value is taken. A
large number of calculations show that the algorithm
can converge quickly and sleep redundant nodes to a
large extent while ensuring coverage.

4.1 The Influence of Weight Parameters
In this paper, coverage rate, sleep rate and coverage
uniformity are constructed into objective functions
by means of weight parameters, so that the coverage
problem of wireless sensor networks is transformed
into a mathematical optimization problem. In order to
discuss the influence of weight parameters on coverage
control, eight combinations are selected to optimize
the coverage control problem. Take the area S=50 ×
50m, the number of sensor nodes N= 100, 300, the
number of iterations is 1000, and the results shown in
Table 1 are obtained.

It can be found from Table 1 that the weight parameter
has a direct impact on the corresponding fitness
function index. When λ1 is large, the coverage of
node deployment is relatively large; When λ2 is large
and node size is N=100, the number of dormant
nodes after coverage control will increase. When
N=300 and λ2=0.6, the dormancy rate of nodes will
reach the maximum; However, the change trend
of regional coverage uniformity index with λ3 is
not obvious. Secondly, the relationship between
coverage uniformity and coverage rate, dormancy
rate is analyzed horizontally. Under the condition of
ensuring a certain coverage rate, after coverage control,
when there are more dormant nodes, the coverage
uniformity index is higher, and the active nodes can
cover more evenly. On the contrary, the coverage
redundancy is higher. Based on the above analysis,
the weight parameters can be selected as (0.3, 0.6, 0.1).

4.2 Experimental Analysis of Different Network
Scale

Set the weight parameters as (0.3, 0.6, 0.1) through the
above analysis, the coverage performance is analyzed
when the monitoring area S={50 × 50m, 100 × 100m,
150 × 150m} and the number of nodes is N=100, 200,
300, 400, 500, 600, 700, 800, 900. It can be seen from
Table 2 that in the same size area, the number of
active nodes after coverage control is similar, when
the area S={50 × 50m, 100 × 100m, 150 × 150m}, the
number of active nodes is between 13-20, 45-57, 99-105,
the regional coverage rate is more than 90%, and the
coverage uniformity index is more than 0.75.

In order to discuss the relationship between the active
node and the area as well as the perceived radius, the

sensor radius of different sensor nodes, namely, rs={8,
10, 13, 15}, is used for experimental analysis.

The relative area S′ is taken as:

S′ = r2s/S (19)

Figure 1 shows the relationship between the number
of active nodes and the relative area S′. The power
function can be constructed by drawing the scatter
diagram and fitting the trend line according to the
scatter trend:

y = κ1x
−κ2 (20)

Figure 1. The relationship between the number of active
nodes and the relative area of the region.

Among them, k1 and k2 can be obtained through
experiments. According to the formula, the number
of active nodes after coverage control under a certain
relative area can be approximately calculated. The
number of active nodes obtained indicates that in the
coverage problem of wireless sensor networks, the
set of active nodes less than or equal to the number
calculated by equation (20) can always be obtained
through optimized coverage control.

Figure 2. The relationship between the number of active
nodes and the total number of nodes.

4.3 Comparison with Other Algorithms
In order to further verify the performance of
the improved algorithm, DITIAN algorithm, CCP
algorithm, VSGCA algorithm, FMWS algorithm and
BPSO-G algorithm [19] are selected for comparative
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Table 1. Coverage Performance under Different Weight Parameters.

Weight parameter setting
(λ1,λ2 ,λ3)

N=100/300

Coverage/% Number of
active nodes Uniformity index

(0.7,0.2,0.1) 100/100 17/28 0.78/0.60
(0.45,0.5,0.05) 100/100 16/27 0.74/0.52
(0.45,0.05,0.5) 100/100 33/47 0.65/0.70
(0.4,0.3,0.3) 96/100 18/33 0.65/0.67
(1/3,1/3,1/3) 98/100 16/37 0.78/0.69
(0.3,0.6,0.1) 97/98 13/15 0.81/0.83
(0.2,0.7,0.1) 98/99 15/18 0.78/0.76

(0.05,0.5,0.45) 95/99 15/31 0.76/0.67

Table 2. Coverage performance under different network sizes.

Number of nodes N S={50 × 50m, 100 × 100m, 150 × 150m}

Coverage/% Number of active nodes Uniformity index

400 100/95/91 18/48/101 0.80/0.75/0.81
500 99/97/92 16/55/100 0.80/0.91/0.82
600 100/97/93 16/53/101 0.84/0.81/0.80
700 100/98/94 17/56/100 0.81/0.78/0.80
800 100/98/91 20/55/99 0.84/0.84/0.83
900 100/99/95 20/57/105 0.87/0.77/0.76

experiments with the improved BPSO-A algorithm
in this paper. The parameter setting of monitoring
area and sensor node is the same as that in reference
[6] of active nodes calculated by DITIAN algorithm
increases approximately linearly with the increase of
the total number of deployed nodes N. The number
of active nodes obtained by other algorithms remains
within a certain range. Compared with CCP, FMWS
and BPSO-G algorithm, BPSO-A algorithm reduces
by about 36%, 30% and 23% respectively, as shown
in Table 3. However, we can also see that BPSO-A
algorithm sacrifices coverage rate to some extent in
order to get less active nodes and more uniform node
distribution. Figure 3 compares the area coverage
rate controlled by BPSO-A algorithm and BPSO-G
algorithm. Of course, this sacrifice is desirable under
certain coverage rate.

5 Conclusion
This paper proposes a deployment algorithm for
wireless sensor networks, which aims at network
coverage, node dormancy rate and area coverage
uniformity. In the coverage control of the algorithm,
sleep most nodes, reasonably select the distributed
working nodes, and form a group of optimal node

Table 3. Comparison of the number of active nodes
obtained by four algorithms.

algorithm Total number of deployed nodes

350 400 500 600 700 800

CCP 160 157 158 159 158 159
FMWS 151 148 145 143 139 138
BPSO-G 133 132 130 131 131 130
BPSO-A 103 101 100 101 100 99

distribution set while ensuring the network coverage,
which lays the foundation for network transmission
and communication. The algorithm is mainly based on
discrete binary particle swarm optimization algorithm,
using escape factor to mutate the global optimal
speed, and using adaptive learning factor and inertia
weight, so that the algorithm can quickly converge to
the optimal solution. After discussing the reliability
and stability of the improved algorithm, the weight
parameters of fitness function are studied, and the final
weight parameters of the algorithm are (0.3, 0.6, 0.1).
In this paper, through a large number of simulation
experiments, we can get an approximate formula,
which describes the relationship between the number
of active nodes and the relative area after coverage
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Figure 3. Relationship between coverage and total number
of nodes.

control. We can use this formula to approximate the
number of active nodes after coverage control in a
certain relative area.

Compared with other algorithms, it can be seen that
this algorithm can effectively reduce the number of
active nodes, improve the uniformity of coverage area
and reduce network energy consumption under the
condition that the area coverage is greater than 90%.
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