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Abstract
The increasing prevalence of fake news on social
media has become a significant challenge in today’s
digital landscape. This paper proposes a hybrid
framework for fake news detection, combining
Natural Language Processing (NLP) techniques
and machine learning algorithms. Using Term
Frequency-Inverse Document Frequency (TF-IDF)
for feature extraction, and classifiers such as Logistic
Regression (LR), Naïve Bayes (NB), and Support
Vector Machines (SVM), the model integrates
Maximum Likelihood Estimation (MLE) with
Logistic Regression to achieve 95% accuracy and
93% precision on a Kaggle dataset. The results
highlight the potential of combining statistical and
NLP approaches to improve fake news detection
accuracy.
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1 Introduction
False information spread on social networks is called
fake news [1]. Fake news is characterized by
the unreliability of the material, author’s motive,
and presentation of information as news item [2].
According to a new study, fake news is false
information aimed at misleading [3]. The term fake
news became popularizedwithmisinformation during
the US 2016 elections. The New York Times defines
fake news simply as propaganda or deceptive content
that shares false information on social networks [4].
Over the last decade, due to its accessibility, fast
spread and cheapness of news, online media became
more and more popular [2]. It’s also played a role
in the distribution of misinformation through fake
news to negative consequences for society [5]. The
detection of the fake news on social media has become
a popular study area in recent years. Regular people
tend to spread wrong information by not knowing
that is wrong, and that has become an important
generator of fake news . In recent years, we have
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started to rely on social media as a significant source of
information, created lots of false information and thus
intention for people to believe incorrect information
without checking its accuracy [6]. This has caused
global wars and made an urgent point for proper
fake news detectors [7]. It is possible that fake
news emerged entirely constructed, or false content
containing dishonest information, especially on social
media. One of the reasons why sometimes fake news
looks like real news, owing to such limited data it
becomes harder for people even to differentiate [8].
Thus, the wider the social media sites are the more
people spreadmisinformation sending a signal to large
crowds through websites like Facebook and Twitter. It
has become easier than ever to reach a vast audience
with disinformation through multiple techniques on
these platforms [9].

Artificial Intelligence (AI), Machine Learning (ML)
and Natural Language Processing (NLP) helps by
providing them tools to eliminate textual information
instantly [1]. Natural Language Processing techniques
like Term Frequency-Inverse Document Frequency
(TF-IDF) Word embedders to extract the most
important features of news articles, similar text
patterns and other linguistic signals that suggest
Misinformation [10]. These features are then
classified as real or fake news by various machine
learning algorithms such as Logistic Regression;
Naïve Bayes, and Support Vector Machines [11].
More recently, deep learning techniques, particularly
transformer-based models like BERT have enhanced
detection performance by better leveraging context
and semantics. However, the field is dynamic and
researchers are investigating joint models of NLP,
statistical models, and even ensemble learning for
improved performance [12]. However, there are still
challenges ahead—for example, the subtle nature of
misinformation and social media platforms where
content shifts continually.

Fake news has become a big social problem because it
spreads false or unverified information, which affects
the minds of people [13]. It also possesses tremendous
power to annihilate the economy, justice, media and
even democracy [14]. It is used as an instrument of
information warfare and is difficult to discern from
legitimate news. Social media is the primary source
of news for 62% of US citizens [15], and mainstream
journalism is outperformed on Facebook by false news
in terms of share counts. False information can harm
politics, business, and even the economy, which could
result in financial losses. It has been proven to be

a business and is utilized as a weapon in political
campaigns [16]. Along with having a continuing
impact on financial markets, fake news also has an
impact on sports, health, and science [17]. As fake
news is growing day by day it is required to control
or detect it using new machine learning and statistical
techniques [18].

Fake news broadly falls under two categories,
misinformation and disinformation [19].
Misinformation is a type of false information
that unintentionally spreads inaccurate or misleading
information without malicious intent [20]. On the
other hand, disinformation is deliberately false or
misleading information that is spread for the purpose
of deceiving people [21]. Disinformation often
spreads by means of similar tactics as misinformation
(misleading information) or fake news [22]. There
are many reasons to spread disinformation, such
as increasing social media traffic, bringing in more
customers, eliciting an emotional response laundry list
items being mentioned/given attention [23]. The vast
amount of content and the limited attention span of
readers makes it difficult for online media to contain
the spread of misinformation [24].

The main aim of this research is to propose a hybrid
model based on Natural Language Processing (NLP),
statistical approaches and machine learning methods
for the purpose of fake news detection in social media
. The study particularly seek to identify whether
such significant patterns can be identified in a textual
dataset using the Natural LanguageProcessing(NLP)
based feature extraction technique like Term
Frequency-Inverse Document Frequency (TF-IDF). In
this study, the three classifiers—Logistic Regression
(LR), Naïve Bayes (NB) and Support Vector Machines
(SVM)— have been examined for their accuracy and
precision for fake news detection. It also discusses
MLE and its ability to boost the effectiveness of
Logistic Regression in binary classification problems.
By doing this, the study aims to present measures for
enhancing fake news detection systems by combining
the strengths of NLP and statistical models resulting
in detecting misinformation effectively on social media
platforms.

In this research, we answer a few fundamental
questions such as How commercial of NLP, stats and
ML techniques work in fake news finding? What role
does TF-IDF play in improving classifier performance?
Which classification algorithm—Logistic Regression,
Naïve Bayes, or Support Vector Machines—yields
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the best accuracy and precision for identifying fake
news? How does the use of Maximum Likelihood
Estimation enhance the effectiveness of Logistic
Regression in distinguishing fake from real news?
Lastly, what practical applications can the proposed
hybrid model offer to combat misinformation on social
media platforms? These questions guide the study’s
investigation into both theoretical and practical aspects,
aiming to enhance the reliability of automated systems
for fake news detection. Framing involves presenting
objective factswhile hiding reality. Fake news seriously
harms a person’s reputation and sense of worth.
To address the issue, several research studies have
been conducted using machine learning, ensemble
learning and deep learning techniques [25], as well as
feature engineering strategies. The goal is to use these
techniques to detect fake news [26]. The researcher
provided the model for detecting false clickbait news
and has an accuracy rate of 89.59% [27].

Limitations of Existing Approaches
• Current fake news detection systems struggle with

the vast variety of misinformation types, including
clickbait, satire, and propaganda.

• Most methods are limited to text-based approaches,
failing to consider multimedia content.

• Existing models lack robustness across different
languages and cultural contexts.

Contributions of this Paper
• We propose a hybrid approach combining Natural

Language Processing (NLP) techniques and
machine learning classifiers for fake news detection.

• We integrate Maximum Likelihood Estimation
(MLE) with Logistic Regression to enhance model
accuracy and precision.

• The proposedmodel achieves 95% accuracy and 93%
precision on a Kaggle dataset.

• We introduce additional performance metrics like
F1-score and Recall to provide a more robust
evaluation.

Fake news has become a serious issue that influences
people’s thinking and actions. Due to the popularity
of social media news and the amount of time people
spend on these platforms, evaluating the veracity of
news has become more difficult. As most people get
their knowledge from these sources, it is less reliable
than information from more established sources. The
growth of the Internet has increased the impact of fake

news, making it a complex and challenging task to deal
with.

2 Related Work
Here we discussed the most famous machine learning
methods for detecting fake news that have historically
been introduced and studied by scholars. We
reviewed the work of other authors (paper codes) and
researchers who have responded to the challenges of
fake news. We concentrated on usingmachine learning
algorithms and deep learning methods for fake news
detection, but we also reviewed the approaches where
natural language processing and statistical techniques
were involved.
New and complex problems have arisen accompanying
the detection of news on social media. Web where
news stories can be simply generated you will be
noticed that in social media Fake news has turn out to
an enhanced danger for News business practices [28].
The goal of fake news is to trick you into reading false
and misleading information. When people embellish
fake news with big words and fancy writing to make
it sound real, they confuse the reader as to what is
real or fake [29]. Several other researchers Ribeiro
et al. [6] executed the Stepwise K-Nearest Neighbors
(KNN) Algorithm, decision tree (DT), Support Vector
Machine (SVM), and Random Forest (RF) classifiers
on the fake news dataset from kaggle where random
forest gives 89% accuracy. A contrasting study by
Ahmed et al. [30] applied n-gram analysis with two
approaches in feature extraction: Term Frequency (TF)
and Term Frequency-Inverted Document Frequency
(TF-IDF) to create a fake news detection model. The
authors tested their model on both a dataset they
created and a publicly available one. The highest
accuracy (89%) was attained by the LSVM classifier
with TF-IDF feature extraction method.
Fake news often spreads through attention-grabbing
headlines, while it is difficult to prove the validity of
the info sent in snippets [31]. These are bite-sized
informational messages targeted to grab the attention
and trigger an emotion — as well as prompt social
sharing without proper investigation. Srivastava et
al. [32] proposed a real-time model to predict whether
a news article is fake or truthful (real) based on
the NLP process, utilizing classifiers such as Logistic
Regression (LR), Random Forest (RF), Support Vector
Machine (SVM), Naive Bayes (NB), and Stochastic
Gradient Descent (SGD). This method employs NLP
to derive linguistic features relevant from news articles
such as lexical variety, syntax, and sentence structure,
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which then are used as inputs for machine learning
classifiers that make predictions regarding the article
authenticity [33]. By combining several classifiers, the
method exploits the advantage of individual classifiers
to maximize accuracy since it is real-time fake news
detection using boosted Ensemble Machine Learning
classifies based on textual features, so timely diagnosis
of Fake News would be possible. In conclusion, the
integration of NLP approaches along with Machine
Learning classifiers has shown to be useful in fake news
detection.

There are various kinds of fake news including but not
limited to clickbait, propaganda, satire, parody, name
theft, and framing. Headlines are designed for the
sheer purpose of making users click through financial
incentives [34]. Hiramath et al. [35] classified Fake
news using machine-learning classifiers including
Naive Bayes (NB), Logistic Regression (LR), Random
Forests (RF), Support Vector Machines (SVM) and
Deep Neural Networks (DNN). Based on time and
accuracy, the author compared these algorithms with
each other and found that in both metrics DNN is
better than otherAlgorithms. This indicates that DNN
is a goodmethod for fake news detection systemwhich
requires both accurate and fast results.

False news stories are untrue news items construct to
inform the audience. False information propagating
by political parties in the era of conflict is called
Propaganda [24]. A report by the Mahir et al. [36]
showed that almost about 25% of their readers shared
a news article that they knew were false or suspected
to be fabricated. This behavior Can be problematic
as it promotes misinformation which can in turn
lead to wrong beliefs or acts based on factually
incorrect data. Granik et al. [37] classify False
news using Naive Bayes classifier. They used three
datasets- One from Facebook and two from Buzz Feed
news, with a classification accuracy of around 74%
using this technique. Naive Bayes: In probabilistic
algorithms, Naive Bayes is one of the commonly
used algorithms for text classification tasks. The
algorithm was developed on the principle that each
feature is independent of other features simplifying
the probability calculations. For false news detection,
Naive Bayeswould be trained on labeled examples data
where each example is assigned the labels true or false
After learning, the algorithm can classify new instances
by determining the probability that they belong to each
class.

Satire and parody make real stories available to

the audience in comedic form, where however,
some misleading information has been included [26].
Hoaxes are fictitious news stories, purposely designed
to mislead the audience [38]. Fake news articles are
Inaccurate accounts created in order to deceive the
target audience [31]. The propaganda disseminated
by the political parties in times of war is wrong
information. Parody intrinsicly includes wrong data,
while satire and parody ar presented real stories in
a comic fashion. In a study, Gadekar et al. [39]
applied two famous machine learning classifiers SVM
and Naive Bayes (NB) for classifying a particular
dataset. Both classifiers found reasonable accuracy
levels, and overall SVM achieved a relatively high
level of accuracy 60.97% (slightly higher than NB
that recorded an accuracy of 59.76%). Although
both algorithms performed comparably, results are
dataset-dependent and might not generalize to other
datasets or realistic situations.

Name theft is an aspect of username-the-information
campaigns that occur when a fake news outlet or
website assumes the name of an actual, credible news
outlet or organization in order to mislead the reader
into believing its information is legitimate. That
can include a similar name, logo, or domain name
— and in some cases even mimicking the layout
and design of the actual news outlet’s website to
create a convincing replica. Allocated fake news
recognition in news items written in the Slovak
language [40]. This resulted in a labeled dataset of
political news from both trustable and untrustable
sources. They trained two deep learning models,
namely Convolutional Neural Network (CNN) and
Long-Short Term Memory (LSTM) network on the
dataset. Standard classification matrices were used
to evaluate the performances of these models, which
resulted in 92.38% accuracy for CNN and 91.56%
accuracy for LSTM.

Social media spreads information at a speed that
traditional media such as newspapers and television
cannot, as well as carrying news unable to be reported
by other media. The news consumption behaviour
has shifted towards social media and almost 70% of
the population is using social sites as a news source.
Meesad et al. [41] proposed a random forest approach
for effective Thai fake news detection. The framework
is implemented into three modules — information
retrieval, NLP, and ML. The data was collected from
Thai online news websites using a web crawler and
then processed using NLP techniques to extract useful
features. Various machine learning models were used
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for comparison, including NB, LR, KNN, Multilayer
Perceptron, SVM, DT, RF, Rule-Based Classifier, and
LSTM.

Anyone can upload anything on the internet, leading
to the spread of false information. Misinformation
outbreaks with global impact have been seen in recent
elections in the US and Brazil. Fake news is a
major threat to truth and has the potential to harm
democracy, media, justice, and the economy [42]. The
primary cause of fake news is the ease and affordability
of producing and distributing it online compared
to traditional media outlets. For example, Bali et
al. [43] work was centered around discovering fake
news based on the view point of ML and NLP. After
extracting features from the headlines, the authors
analyzed three standard datasets. Classifications
or analyses were performed on the news headlines,
and meaningful information to assist with these
processes was then extracted by them. Seven ML
methods were compared, and for all of them, GB
classifier achieved the best accuracy with a mean value
of 88%, followed by Random Forest (RF), Support
Vector Classifier (SVC), Gaussian Naïve Bayes (GNB),
AdaBoost (AB); K-Nearest Neighbor (KNN) and
Multi-Layer Perceptron (MLP).

The fake news challenge involves a large amount of
effort to detect fake news and to find out whether
artificial intelligence (AI) can help solve the problem
or not [44]. Fact-checking since identifying fake news
could be very hard and can take time. This task is

about the relationship of news articles with a claim
on a particular topic. This has four groups, Agree,
Unrelated, Discuss, or Disagree, and aims to categorize
the sentence of an article body with respect to a claim.

3 Methodology
In this section, we discuss the proposed framework
and the corresponding algorithms used throughout
the study. The data set was downloaded from Kaggle.
The data downloaded was in raw form and needed to
be pre-processed. The first step was to preprocess the
downloaded data, which included stop word removal,
tokenization, stemming, lemmatization, and lower
casing, of text. The next step after preprocessing
was feature extraction, which could be done by
transforming the text into vectors with the help of
some NLP technique, i.e., TF-IDF. ML and Statistical
techniques were used for classification. The deployed
model steps are shown in Figure 1.

3.1 Dataset
The raw dataset underwent tokenization, stop-word
removal, stemming, lemmatization, and lowercasing to
clean the text for analysis. The 2020 US Election Polling
Data dataset was accessed from the open source site
Kaggle (WilliamLifferth, 2018). The fake news dataset
includes news articles and labels indicating whether
they are real or fake. This data set is used to train and
evaluate machine learning (ML) algorithms for the
task of detecting fake news. It contains a total of 20,800
news articles, 10,387 labeled as fake and 10,413 labeled

Figure 1. Overview of the proposed hybrid framework for fake news detection, combining data preprocessing, feature
extraction using TF-IDF, and classification.
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as real. As shown in Table 1.
Table 1. Summary of the dataset.

Dataset
Summary

Details

Source Kaggle (William Lifferth, 2018)
Total News
Articles

20,800

Fake News
Articles

10,387

Real News
Articles

10,413

Labels 1 = Fake, 0 = Real
Dataset
Purpose

Training and evaluatingML algorithms
for fake news detection

The dataset comprises news articles from various
sources and topics. Each type of article from the
dataset is designated as "fake" or "real", and the data
is presented in a written format. Each article has more
data like an ID, title, author, content.

3.2 Data Pre-Processing
Preprocessing in terms of machine learning is the
transformation of data into a form which can be
fed easily to the model for training. Optimally
preprocessing data can dowonders to the performance
of a machine learning model when it makes sure
that all the related and discrete information is given
in appropriate format for analysis and modeling.
Real-world data is often inconsistent and error-prone,
as well as incomplete. Several researchers started
doing data preparation to overcome these problems.
Such data preprocessing techniques may include
Lowercasing, Stop handwritten character extraction,
Stemming and Lexeme association or inflection)
comparison.
• Tokenization: Tokenization is the act of splitting

up a sentence into a sequence of words or tokens.
We used the NLTKword tokenizer to filter the text
before passing it to tokenizers in order to remove
stop words.

• Stop Words: Stop words are the most used
words in a language like — an, a, the, and
in to etc. From text data, they are frequently
filtered out to assist in saving time/space/cost on
NLP tasks such as text classification/sentiment
analysis/topic modelling. Stop words usually do
not carry much semantic meaning and removing
them reduces noise in the data, which enables a
more focused analysis of the text data.

• Stemming / Lemmatization: Stemming and
Lemmatization are two techniques utilized to
reducewords to their base or root form. Stemming
removes the suffixes of words to bring them to
their root form, while Lemmatization derives
words to their base form by considering context
and grammar. Both techniques can help in
detection of fake news by identifying key words
and phrases.

• Lower Casing: Although the computer interprets
words written in both uppercase and lowercase
as separate entities, the text input contains words
written in both cases. To correct this, all words
must be written in lowercase.

Example News Sentence: “Elon Musk is dead"
Preprocessing Steps:
• Convert to lowercase: “elon musk is dead"
• Tokenization: [“elon", “musk", “is", “dead"]
• Remove stopwords: [“elon", “musk", “dead"]
• Lemmatization: [“elon", “musk", “dead"]
• POS Tagging: [(elon, Noun), (musk, Noun),

(dead, Adjective)]

3.3 Feature Engineering
The features were extracted using Term
Frequency-Inverse Document Frequency (TF-IDF),
which quantifies the importance of words in a
document. Therefore, various feature extraction
algorithms are required to convert the text into a
matrix or vector of features. These algorithms help to
extract meaningful information from the raw text data
and enable machine learning algorithms to analyze
and classify text data accurately. The popular feature
extraction method includes:

3.3.1 TF-IDF
TFIDF is also referred to as "Term Frequency-Inverse
Document Frequency. It is used to illustrate the
importance of a word or phrase in a particular
paper. Mostly used in Information Retrieval approach
to determine how meaningful a word is in a text
is TF-IDF. The two components of TF-IDF Vectors
are TF, which stands for term frequency, and IDF,
inverse document frequency, which are defined by the
following formulas:

TF (t) = number of occurrences of term t in a document
Total number of terms in the document

(1)
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Tf(t, d) =
ft,d∑
t∈d ft,d

(2)

IDF (t) = ln
(

Total number of documents
Number of documents containing term t

)
(3)

IDF (t,D) = ln

(
|D|

|{d ∈ D : t ∈ d}|

)
(4)

The TF-IDF of a term is calculated by multiplying its
TF and IDF scores:

TF-IDF = TF (t)× IDF (t) (5)

Feature Extraction:
• TF-IDF Representation: (‘elon’: 0.5, ‘musk’: 0.5,
‘dead’: 1.0)

Feature Importance and Context Analysis:
• N-gram Analysis: [‘elon musk’, ‘musk dead’]
• Co-occurrence Analysis: Contextual relationships
• Named Entity Recognition: Identify "Elon Musk"

as an entity

3.4 Classification
We employed three machine learning
classifiers—Naïve Bayes (NB), Support Vector
Machines (SVM), and Logistic Regression
(LR)—along with Maximum Likelihood Estimation
(MLE) to enhance Logistic Regression, achieving high
accuracy and precision.

3.4.1 Naive Bayes
The Naive Bayes algorithm uses the Bayes theorem as
the foundation for its supervised learning approach
to classification problems. It is mostly used in text
categorization using a sizable training set. One of the
simplest andmost effective classifiers is the naive Bayes
algorithm, which helps in creating speedy machine
learning models that can generate predictions quickly.
Multinomial Naive Bayes uses the frequency of the
words as a feature to classify the data in various classes.

3.4.2 Support Vector Machine (SVM)
The SVM is helpful when you need to know which of
the two classes from the input data. According to the
suggested model, item should be classified as real or
not. Support Vector Machine (SVM) is a supervised

machine learning technique that can be applied to
classification and regression. This concept is based
around finding the hyper plane that best divides a
dataset into two classes. Hyper-planes are basically
decision boundaries which helps the machine learning
model to classify the given input or data points.

3.4.3 Logistic Regression
Logistic models are a supervised machine learning
method of binary classification, look at predicting the
outcome of a certain dependent variables (the output)
based on one or more features (independent variable).
Logistic regression is a supervised learning algorithm
that learns to map input data into one of two possible
binary outcomes (0 or 1, true or false, etc.) Logistic
regression is widely used in many domains as it can
be easy to implement and interpret, including medical,
business and social sciences. Dealing with rare
outcomes, logistic regression (LR) is a better approach
to use in comparison to other approaches such as linear
regression. By modeling the relationship between the
predictor variables and a binary response variable, it
can give accurate estimates of the probability that an
event occurs. For this reason LR is advantageous for
tasks with a rare event.

3.4.4 Maximum Likelihood Estimation (MLE)
Maximum Likelihood Estimation (MLE) is a method
used to estimate the parameters of a statistical model.
This means finding the set of parameter values that
maximize the likelihood function, i.e. the likelihood
of the observed data given a model. In the course of
doing so, MLE were used to fit the model parameters.
Another benefit of this approach, which also led to
a tidier and cleaner dataset, was that it allowed the
automatic detection/removal of outliers. Optimization
is performed by maximizing the likelihood function.
Some advantages of Maximum Likelihood Estimation
(MLE) include consistency, whereby the greater the
sample size, so too are the estimates as they converge
upon true values of parameters. Moreover, MLE
is also asymptotically optimal; which means as we
increase the number of samples for estimating a
parameter, variance of estimates decreases and thereby
yielding consistent/trustworthy parameter estimates.
As illustrated in Figure 2.
MLE is the most commonly used and popular,
especially in classification tasks (where we find
posterior probabilities). For instance, in logistic
regression, the likelihood function is based on the
class probability label given input features and
model parameters (the coefficients for each predictor
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Figure 2. Diagram of the Proposed Model.

variable).
In general, the maximum likelihood estimation (MLE)
equation takes the form:

θMLE = argmax(L(θ | x)) (6)

where θMLE is the maximum likelihood estimate of the
model parameters θ, L(θ|x) is the likelihood function,
and x is the vector of observations.
For fake news detection, the MLE is applied by
providing features extracted from the text to estimate
the likelihood of it being fake or genuine. First, we
define a statistical model that depicts how truthful or
fake news texts should appear, including features such
as keyword appearance, text readability, and source
of text. The model is trained on a labeled dataset
containing fake and real news texts using MLE to
obtain the parameters for our training data. Once the
model is trained, it classifies other texts as fake or real
by calculating the probability that each text belongs to
each class based on parameter estimates. Finally, each
text is assigned to the class with the highest probability.

4 Analysis & Results
Firstly, this study proposed an automatic hybrid
system for the detection of fake news that uses
statistical techniques andmachine learning algorithms,
as well as natural language processing (NLP)
techniques. The features used for the classification
were extracted through TF-IDF which quantifies
relevance of a word to a document. The study
calculated different metrics like accuracy and precision
to evaluate the performance of the classifiers. Its
results indicate that logistic regression with MLE
performed better than naive bayes and support vector
machines when it comes to fake news detection (95%

accuracy 93 percent precision). Lastly, the novel
contribution of this work was termed as statistical
NLP approaches that when integrated with statistical
and machine learning techniques could provide a
considerable improvement in fake news detection
system. In general, this study informed more about
the use of hybrid systems for fake news detection and
successfully demonstrated thatMLE-combined logistic
regression appears to be a promising technique in
detecting fake news.

4.1 Metrics Definitions
Accuracy: Accuracy is the proportion of correctly
predicted data points across all datasets.

Accuracy =
TP + TN

TP + TN + FP + FN (7)

Precision: A classification model’s capacity to find
only the pertinent data points.

Precision =
TP

TP + FP (8)

Table 2. Accuracy and Precision of Selected Algorithms.
Model Accuracy Precision

Naïve Bayes 0.90 0.89
Support Vector Machine (SVM) 0.92 0.85

Logistic Regression (LR) 0.93 0.89
Logistic Regression with MLE (LR+MLE) 0.95 0.92

As shown in Table 2, comparison of the efficiency of
three ML algorithms (Naive Bayes, Support Vector
Machine and Logistic Regression) for detecting fake
news with metrics including accuracy and precision
in order to identify which specific algorithm functions
best at detecting false information. As illustrated in
Figure 3 below.
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Table 3. Performance Comparison of Previous Studies on Fake News Dataset and Proposed Method.

Previous Studies Methods Accuracy
Score

Precision
Score

Bangyal et al. [45] Naive Bayes 0.90 0.90
LSTM 0.92 0.91

Wu et al. [46] Bi-LSTM 0.93 0.92
LSTM 0.93 0.91

Parvathy et al. [47]

Voting Classifier 0.851 0.79
Bagging meta-estimator (DT) 0.80 0.89
Bagging meta-estimator (ensemble model) 0.86 0.88
Adaboost (ensemble model) 0.84 0.87
Gradient boosting (ensemble model) 0.75 0.63

Proposed Method Logistic Regression with MLE 0.95 0.92

Figure 3. Comparison of classification performance among
Naïve Bayes, SVM, Logistic Regression (LR), and Logistic
Regression with Maximum Likelihood Estimation (MLE),

measured by accuracy and precision.

5 Comparison with Literature Studies
Fake news detection using Kaggle dataset has been
analyzed by different researchers. Bangyal et al.
[45] proposed text classification with accuracy and
precision scores using the same dataset trained with
Naive Bayes and LSTM models. Wu et al. [46]
Compared to the Naive Bayes model, it performed
better with an accuracy score of 0.92% and a precision
score of 0.91%. While this was helpful into deciphering
how the two models were performing in areas,
exploring other model architecture and techniques
could have been valuable.

A study by Ganesh et al. [47]in which fake news
classification has been tackled with multiple ensemble
methods, including Voting Classifier; Bagging
meta-estimator (with Decision Tree and an ensemble
of models); Adaboost (with an ensemble of models)
and Gradient Boosting (with an ensemble of models).
All these methods were trained on the same data and
their accuracy and precision scores were calculated.
Ensemble (Meta), Bagging meta-estimator with
ensemble of models got the best accuracy score which

was in %0.86 and also has the best precision score
which was in %0.88. Adaboost with a combination
of models scored an accuracy of 0.84 percent and
precision of 0.87 percent.
For text classification, Wu et al. [46] employed two
LSTM models – standard LSTM and Bi-LSTM. The
performance of both model was measured using
accuracy and precision scores, using the same dataset
for training. In conclusion, the Bi-LSTM model
achieves 0.93% accuracy score and 0.92% precision
score that outperforms the standard LSTMmodel as
reported previously in this work on test data.
However, they studied only three LSTM variations,
which is a much smaller scope than in our case
and may help distinguish performance differences
between more instances. However, it was the
model architecture selection and ensemble
methods that predominantly affected accuracy
and precision scores. As shown in Table 3, Comparing
the results with current studies of maximum
signal and dislocation-localized size cubesB, we
obtain best performance in respect to accuracy
=0.95% and precision score=0.92% using Logistic
Regression-Maximum Likelihood Estimation on the
proposed study. Finally, it indicates that traditional
machine learning approaches can still be useful for
fake news detection especially, when combined with
suitable feature engineering and tuning approach.

6 Conclusion
The integration of statistical techniques and natural
language processing approaches shows promise
in detecting fake news articles. This study applied
up-to-date data and new methods, achieving
significant results with Logistic Regression and
Maximum Likelihood Estimation. Although
promising, fake news detection remains a challenging
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task requiring continuous innovation. Future research
can explore multi-modal approaches, incorporating
text, source, images, and videos. Additionally,
evaluating these models across different languages
and cultural contexts could help improve detection
systems globally. The hybrid model proposed can
be deployed in real-time systems for detecting fake
news on social media platforms, news websites, and
messaging apps, improving the accuracy of automated
content moderation. Future work could investigate
combining fake news detection with multimedia
content (images, videos) and multi-lingual systems to
tackle misinformation in diverse contexts.
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