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Abstract
This paper explores the effectiveness of Model
Predictive Control (MPC) for trajectory tracking
in autonomous deep-sea tracked mining vehicles
operating within polymetallic nodule mining
environments, considering model uncertainties and
external disturbances. Traditional applications of
MPC in autonomous vehicle trajectory tracking,
which typically rely on kinematic models under
minimal external disturbance, often fail when faced
withmodel inaccuracies and external disruptions. To
address these challenges, we propose an MPC-based
trajectory tracking algorithm that includes a speed
correction controller for the drive wheel. This
controller, developed through experimental data
fitting, aims to mitigate issues such as vehicle body
subsidence and track slippage. Tracking accuracy,
particularly in curve navigation, is further enhanced
through the use of Kalman Filtering (KF) and
Adaptive Kalman Filtering (AKF) to counteract
external disturbances. Moreover, we introduce an
obstacle avoidance strategy utilizing a tri-circular
arc trajectory with uniform curvature for path
re-planning. This strategy effectively addresses
dead zones and physical obstructions encountered
during operation. The superiority of our approach
compared to conventional Nonlinear MPC (NMPC)
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is demonstrated through extensive Simulink and
Recurdyn co-simulations.
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1 Introduction
In the twenty-first century, the ongoing depletion
of land-based mineral resources coupled with the
increasing demand for fossil fuels has precipitated an
impending energy crisis. Fortunately, the oceans are
abundant in mineral resources such as polymetallic
nodules, cobalt-rich crusts, and polymetallic sulfides
[1, 2]. Currently, the volume of marine resource
deposits that have been explored is hundreds of
times greater than those on land, highlighting the
urgent need for the development of deep-sea mining
technologies.
The deep-sea mining system represents an advanced
intelligent transport system, as illustrated in Fig. 1.
A mining vehicle descends from the surface support
system of a mother ship through a hose to the seabed,
where it operates autonomously. The surface support
system primarily offers an operational platform for
the system and manages the deployment and retrieval
of the underwater mineral collection and conveying
systems. This support system comprises the mother
ship, A-frame, steel frame, winch, and positioning
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system, among other components. The concentrator
subsystem is responsible for collecting polymetallic
nodules from the seabed and crushing them to an
appropriate particle size. This subsystem includes the
traveling mechanism, mineral collecting mechanism,
crushing mechanism, hydraulic system, measurement
and control system, navigation system, positioning
system, and acoustic imaging system. The underwater
conveying system, which consists of the relay station,
hose, hard pipe, and slurry pump, transports the
crushed ore to the mother ship’s silo. The power
conveying system, which includes power containers
and cables, supplies power to the underwater system.

Figure 1. Schematic diagram of the deep-sea mining system.

In the realm of deep-sea mining vehicle dynamics,
significant advancements have been made in
rigid-body modeling and mechanical analysis. Dai’s
work utilizing Adams/ATV to simulate mining
vehicle dynamics, considering factors such as seabed
hydrodynamics and soil shear, has been particularly
noteworthy [3]. Concurrently, Liu et al. employed
RecurDyn to create rigid-body models of both
seabed mining vehicles and surface motherships,
conducting co-simulation experiments to examine
vehicle dynamics in deep-sea mining systems [4–6].

The unique challenges posed by the soft, thin terrain
in polymetallic nodule mining areas necessitate the
use of tracked vehicles to mitigate subsidence slip.
However, track slippage remains an unavoidable issue

that significantly impacts driving performance. This
has led to extensive research in trajectory tracking, with
Li et al. employing fuzzy PID control to regulate track
speeds under various conditions [7–9].

Recent years have seen a shift towards more
sophisticated control strategies, particularly
model predictive control (MPC), which has found
widespread application in autonomous underwater
vehicles (AUVs). Researchers have proposed
various MPC-based approaches, including adaptive
algorithms [10], Lyapunov theory-based controllers
[11], and combinations with intelligent algorithms
[12, 13]. The integration of nonlinear MPC (NMPC)
with sliding mode control has shown particular
promise in AUV trajectory tracking [14, 15].

In the automotive sector, MPC has emerged as a
powerful tool for trajectory tracking in automated
driving systems [16–18]. Hierarchical control
strategies, such as those proposed in [19], have
been developed to enhance tracking performance.
These strategies typically involve multiple steps,
including control point selection, trajectory generation,
and NMPC implementation. However, challenges
remain in ensuring both accuracy and smoothness in
trajectory tracking, leading to the development of novel
approaches like the quadratic programming method
proposed in [21].

Despite its effectiveness, MPC faces challenges related
to model mismatches, nonlinearity, and external
disturbances. To address these issues, Kalman filtering
(KF) techniques have been widely adopted [24], with
adaptive Kalman filtering (AKF) showing particular
promise in scenarios with model uncertainty [25].
While NMPC methods have demonstrated improved
tracking accuracy [26, 27], they often come at the cost
of increased computational complexity.

In light of these developments, this paper presents
a novel MPC-based trajectory tracking controller
for deep-sea tracked mining vehicles. The key
contributions of this work are twofold:

1. We introduce an MPC-based algorithm that
incorporates a drive wheel speed correction
controller to ensure accurate trajectory tracking.
This approach accounts for model nonlinearities,
vehicle body subsidence, and track slippage. By
integrating KF and AKF techniques, the controller
effectively manages external disturbances such
as ocean currents. Numerical simulations in
a simulated soft seabed environment validate
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the performance of our approach, demonstrating
a balance between control performance and
computational efficiency when compared to
NMPC methods [28, 29].

2. We propose a trajectory re-planning layer that
utilizes an equal-radius tri-circular arc trajectory
for obstacle avoidance. Thismethod is particularly
suited to tracked vehicles, which have limited yaw
angle change capabilities compared to wheeled
vehicles. Our approach minimizes frequent yaw
angle changes, offering a safer and more efficient
obstacle avoidance strategy for deep-sea tracked
mining vehicles.

The structure of this paper is as follows: Section 2
outlines the kinematic model of the mining vehicle
and the Kalman filter. Section 3 provides a detailed
description of the MPC-based trajectory tracking
controller and the drive wheel speed correction
controller. Section 4 introduces the trajectory
re-planning method for complex operating conditions.
Section 5 presents and discusses the simulation results,
followed by concluding remarks in Section 6.

2 Kinematic Model of the Mining Vehicle
Let ω1 and ω2 denote the angular velocities of the
left and right track drive wheels, respectively. The
coordinates of the vehicle are denoted by (x, y), and
ψ represents the yaw angle of the center of mass, as
shown in Fig. 2. Thus, we obtain:

{
v = v1+v2

2 = ω1+ω2
2

ω = v2−v1
2 = (ω2−ω1)r

B

(1)

where v is the velocity of the center of mass, ω is the
angular velocity, r is the radius of the track drivewheel,
and B is the distance between the left and right tracks.
The kinematic behavior of the mining vehicle can be
described as follows: ẋ

y
φ

 =

 vx
vy
ω

 =

 cosφω1+ω2
2 r

sinφω1+ω2
2 r

(ω2−ω1)r
B

 (2)

3 Trajectory Tracking Controller Design
Fig. 3 illustrates the components of the mining
vehicle’s trajectory tracking controller, which
comprises an MPC controller, a Kalman filter, and a
drive wheel speed correction controller. The MPC
controller processes the tracking error information to
generate the nominal angular velocities for the left and

Figure 2. Kinematics model of the mining vehicle.

right track wheels, ω̄1(t+1) and ω̄2(t+1), respectively.
These nominal angular velocities are then fed into the
drive wheel speed correction controller, which adjusts
them to produce the actual angular velocities ω1(t+ 1)
and ω2(t+ 1).
It is crucial to ensure the stability of both the
MPC and the Kalman Filter, as the Kalman Filter
mitigates disturbances and noise, while the MPC
generates nominal angular velocities. The stability
of the proposed trajectory tracking controller is thus
guaranteed by the stability of both MPC and KF.
The stability proofs for MPC and KF are detailed in
[30] and [31], so the stability proof for the proposed
controller will not be included in this paper.

3.1 MPC Design
Let Np and Nc represent the prediction and control
horizons, respectively. By applying Euler’s method
[32], the Jacobian linear approximation of Eq. (2) at
each point along the reference trajectory is expressed
as:

X̃(t+ 1 | t) = AtX̃(t | t) +BtŨ(t | t) (3)
where

At =

 1 0 −Tr
2 (u1ref (t) + u2ref (t)) sinφref (t)

0 1 Tr
2 (u1ref (t) + u2ref (t)) cosφref (t)

0 0 1


T is the sampling time.

Bt =

 Tr
2 cosφref (t)

Tr
2 cosφref (t)

Tr
2 sinφref (t)

Tr
2 sinφref (t)

− r
BT

r
BT



X̃(t | t) =

 xref (t)− x(t)
yref (t)− y(t)
φref (t)− φ(t)
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Figure 3. Trajectory tracking control architecture of the mining vehicle.

Ũ(t | t) =
[
u1ref (t)− u1(t)
u2ref (t)− u2(t)

]

Eq. (3) can be further rewritten as [29]:

ξ(t+ 1 | t) = Ãtξ(t | t) + B̃t∆u(t | t)
η(t | t) = C̃ξ(t | t)

(4)

where

ξ(t | t) =
[
X̃(t | t)
Ũ(t | t)

]
, Ãt =

[
At Bt

02×3 I3

]
,

B̃t =

[
Bt

I3

]
, C̃ =

[
I3

02×3

]T
.

∆u(t | t) = [∆u1(t) ∆u2(t)] is the control input
increment.

The predicted output of the system is expressed as
follows:

Y (t) = Ψtξ(t | t) + Θt∆U(t) (5)

where

Y (t) =



η(t+ 1 | t)
η(t+ 2 | t)

· · ·
η (t+Nc | t)

· · ·
η (t+Np | t)

 ,∆U(t) =


∆u(t | t)

∆u(t+ 1 | t)
∆u(t+ 2 | t)

· · ·
∆u (t+Nc | t)



Θt =



C̃Ãt 0 0 0

C̃ÃtB̃t C̃B̃t 0 0

· · · · · · . . . · · ·
C̃ÃNc−1

t B̃t C̃ÃNc−2
t B̃t · · · C̃B̃t

C̃ÃNc
t B̃t C̃ÃNc−1

t B̃t · · · C̃ÃtB̃t
... ... . . . ...

C̃Ã
N−1

p

t B̃t C̃Ã
Np−2
t B̃t · · · C̃Ã

Np−Nc−1
t B̃t


Here we introduced a relaxation factor M to directly
restrict control input increments and to guarantee the
feasibility. The cost function is shown as follows:

J(t) =

Np∑
j=1

∥η(t+j | t)∥2Q+

Nc−1∑
j=1

∥∆u(t+j | t)∥2R+ρM2

(6)
where Q and R are weight-matrices and ρ is a weight
coefficient.
Cost function Eq. (6) is transformed into the following
form for quadratic programming.
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J(ξ(t),∆U(t)) =
[
∆U(t)T ,M

]T
Ht

[
∆U(t)T ,M

]
+

Gt

[
∆U(t)T ,M

]
(7)

where
Ht =

[
ΘT

t QΘt +R 0
0 ρ

]
, Gt = [2X(t | t)QΘt, 0].

The control inputs and their increments are bounded
as follows

∆Umin ≤ ∆U ≤ ∆Umax

U−min ≤ D ∗∆U + U ≤ U−max
(8)

where D =


1 0 · · · · · · 0
1 1 0 · · · 0
1 1 1 · · · 0
... ... . . . . . . ...
1 1 · · · 1 1


︸ ︷︷ ︸

Nc×Nc

⊗,⊗ is the

Kronecker product.
At the current moment t, the optimal control
sequence∆U(t) is output by addressing the following
optimization problem.

min J(ξ(t),∆U(t))

s.t. ∆Umin ≤ ∆U ≤ ∆Umax

U_min ≤ D ∗∆U + U ≤ U_max

(9)

The first element ∆u(t | t) of the optimal control
sequence∆U(t)will be employed as the actual control
input increment to generate the input for the drive
wheel speed correction controller:

u1(t+ 1) = u1(t) + ∆u1(t)

u2(t+ 1) = u2(t) + ∆u2(t)
(10)

When the mining vehicle operates in a straight line
with the heading angle of the preset trajectory set to
0◦, small angle assumptions can be applied to simplify
Eq. (2) by eliminating the nonlinear terms sinφref (t)
and cosφref (t). With these assumptions, Eq. (2) can
be reformulated as follows: ẋ

y
φ

 =

 vx
vy
ω

 =

 −φref
u2ref (t)+u1ref (t)

2 r
u2ref (t)+u1ref (t)

2 r
u2ref (t)−u1ref (t)

B r

 (11)

and At and Bt in Eq. (3) can be rewritten as follows:

At =

 1 0 −Tr
2 φref (u1ref (t) + u2ref (t))

0 1 Tr
2 (u1ref (t) + u2ref (t))

0 0 1



Bt =

 Tr
2

Tr
2

Tr
2 φref (t)

Tr
2 φref (t)

− r
BT

r
BT

 (12)

3.2 Kalman Filter Design
Discrete model Eq. (1):{

X(i+ 1) = AX(i) +BU(i) +W (i)
Y (i) = CX(i) + V (i)

(13)

where thematricesA andB, the state vectorX , and the
control input U are consistent with Eq. (3). The matrix
C represents the state observation matrix. The vectors
W and V ∈ R3 denote uncorrelated process noise
and observation noise, respectively, with covariance
matrices Q and R ∈ R3.
The filtering process is as follows:
Prediction of the state:

X̂(i+ 1 | i) = AX̂(i | i) +BU(i | i) (14)

Prediction of the covariance matrix:

P (i+ 1 | i) = AP (i | i)AT + ΓQΓT (15)

Filter gain matrix updates:

K(i+ 1) = P (i+ 1 | i)CT
[
CP (i+ 1 | i)CT +R

]−1

(16)
Estimation updates:{

X(i+ 1|i|i) = AX(i | i) +K(i+ 1)ε(i+ 1)

ε(i+ 1) = Y (i+ 1)−HX̂(i+ 1 | i)
(17)

Covariance updates:

P (i+ 1 | i+ 1) = [In −K(i+ 1)C]P (i+ 1 | i) (18)

Addressing model uncertainty caused by vehicle
body subsidence, track slippage, and measurement
noise involves introducing an Adaptive Kalman Filter
(AKF). The AKF is selected for its improved capability
to provide accurate state estimation despite model
nonlinearities [25]. The update parameter dk is
defined as follows:

dk =
1− b

1− bk
(19)

where b is the forgetting factor constant, with a value
ranging between 0.95 and 0.99. Using the update
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parameter, the updates for the filter gain matrix in
Eq. (16) can be rewritten as follows:

R(i+ 1) = (1− di+1)R(i) + CP (i+ 1 | i)CT+(
di+1[I − CK(i)]ε(i+ 1)ε(i+ 1)T

)
[I − CK(i)]T

K(i+ 1) =CT
[
CP (i+ 1 | i)CT +R(i+ 1)

]−1

P (i+ 1 | i)

(20)

The Kalman Filter (KF) is subsequently modified into
an Adaptive Kalman Filter (AKF). By introducing the
parameter dk, the impact of accumulated noise from
previous time steps is reduced, thereby increasing
the weight of current measurements and enhancing
robustness against model uncertainties.

3.3 DriveWheel SpeedCorrectionControllerDesign
Track slippage, instantaneous changes in the steering
center, and body sinking due to shear forces in
polymetallic nodule mines all significantly influence
the mining vehicle’s performance. To account for
these factors, a drive wheel speed correction controller
is designed. This controller estimates the complex
nonlinear relationship between the angular velocities
of the left and right track wheels, ωtrack, and the actual
track travel speed, vreal.
Considering these influencing factors, define the track
slippage

ii =
vreal − vref

vreal
(21)

where vref and vreal represent the theoretical and
actual speeds of the track, respectively. Establishing a
precise mathematical model for the other two factors
is challenging. Thus, the design of the wheel speed
correction controller is considered under the concept
of incomplete identifiability.
Assuming the maximum driving speed of the mining
vehicle is 1.5 m/s, there exists a functional relationship
vreal = f (ωtrack) between ωtrack and vreal. To identify
this function, a chassis test of the mining vehicle is
conducted in a laboratory environment, as illustrated
in Fig. 4. In this test, a total of m = 8 sets of drive
wheel speeds are input into the mining vehicle, and
the corresponding actual track speeds are recorded.
The function vreal = f (ωtrack) is then obtained by
polynomial fitting as follows:

argmin

m∑
i

(f (ωtrack(i))− vreal(i))
2 (22)

where f (ωi) and vreal(i) represent the i-th
set of experimental data among the m sets
of data. The resulting function is f =
0.001

(
−2.571x4 + 48x3 + 165x2 + 1858x+ 41

), and
the fitting result for one track is shown in Fig. 5.

Figure 4. Chassis test in the laboratory environment.

Figure 5. Experimental data fit results.

As illustrated in Fig. 3, the MPC controller generates
the desired angular velocities u1(t + 1) and u2(t + 1)
for the drive wheels. Using the previously described
kinematic model, the desired speeds v1 and v2 for the
left and right tracks are then determined. Finally, the
drive wheel speed correction controller calculates the
actual angular velocities as ω1(t + 1) = f−1(v1) and
ω2(t+ 1) = f−1(v2).

4 Trajectory Re-Planning in Complex
Conditions

The seafloor of the polymetallic nodule mining site is
soft, sparse, and relatively flat. In seafloor modeling,
slopes of 10° or less are deemed passable, while slopes
greater than 10° are considered obstacles. When
the mining vehicle encounters a dead zone with
impassable slopes on three sides of its pre-set trajectory,
it must re-plan its route to back out of the area and
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navigate around the obstacles. This section details the
trajectory re-planning strategy for the mining vehicle
in such scenarios.

4.1 Trajectory Re-Planning for Obstacle Avoidance
The obstacle avoidance trajectory generated should
ensure the mining vehicle avoids collisions with
obstacles while minimizing deviation from the
predetermined path. In recent years, Bessel curves
and quintuple polynomial fits [25, 26] have been
widely used for obstacle avoidance. These methods
typically require frequent adjustments to yaw angles
and trajectory curvature within the control algorithm.
For four-wheeled vehicles, control inputs are the rear
axle speed and steering angle, which allow for frequent
changes in yaw angles and trajectory curvature by
adjusting the steering angles and rear axle speed.
However, for tracked vehicles, the control inputs are
the angular velocities of the left and right track drive
wheels, as shown in Eq. (2), which cannot directly
alter heading angles and trajectory curvature. The
instantaneous curvature ρ of the mining vehicle is
given as follows:

ρ =
1

R
=
ω

v
=

2 (ω2 − ω1)

B (ω2 + ω1)
(23)

where R is the instantaneous turning radius.
Therefore, the angular velocities of the left and right
track drive wheels, ω1 and ω2, must be adjusted when
the trajectory curvature ρ changes. As previously
analyzed, ω1 and ω2 require online correction by the
drive wheel speed correction controller to mitigate
the impact of model uncertainty caused by track
slippage and instantaneous changes in the steering
center. It is important to note that while the drive
wheel speed correction controller can reduce track
deviation, it cannot completely eliminate it. In this
context, the deviation δ caused by model uncertainty
can be expressed as follows:

δ =

[
δx
δy

]
=


n∑

i=1

∫ ti+1

ti

(
∆ω1(i)+∆ω2(i)

2

)
r cosφ(i)dt

n∑
i=1

∫ ti+1

ti

(
∆ω1(i)+∆ω2(i)

2

)
r sinφ(i)dt


(24)

where n is the number of times the angular velocities
of the left and right track drive wheels change, and
∆ω1 and ∆ω2 are the deviations from the desired
speed after being processed by the drive wheel speed
correction controller.

If the re-planned obstacle avoidance trajectory involves
variable curvatures, the complexity of the control
algorithm and the trajectory deviation will increase.
Therefore, it is essential to minimize curvature
changes in the re-planned obstacle avoidance trajectory.
Consequently, Bessel curves or quintuple polynomial
fits, which require real-time changes in curvature
for obstacle avoidance, are unsuitable for the mining
vehicle.
In this study, slopes that the mining vehicle cannot
cross are considered obstacles. The slope projection
forms an irregular approximate circle. To simplify
the obstacle model, the geometric center of the slope
projectionO is chosen as the center of the approximate
circle, and the farthest distance from the center to
the boundary of the projection is denoted by R, as
illustrated in Fig. 6.

Figure 6. Slope projection.

From Eq. (24), it is evident that the deviation can be
minimized by reducing the frequency of changes in
the angular velocities of the left and right track drive
wheels, denoted as n. Based on this analysis, this
study proposes a tri-circular arc obstacle avoidance
trajectory with a constant curvature, as shown in Fig. 7.
According to Eq. (22), when the mining vehicle travels
along a curve with a constant radius, the angular
velocities of the left and right track drivewheels remain
unchanged. As a result, the deviation of the obstacle
avoidance trajectory can be reduced.

Figure 7. Tri-circular arc avoidance trajectory.
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4.2 Trajectory Re-Planning for Dead Zone Escape
When the mining vehicle encounters a dead zone with
impassable slopes on three sides of a preset trajectory,
operational efficiency is compromised because the
vehicle must back out. To address this issue, this study
treats the entire dead zone as an obstacle, as illustrated
in Fig. 8. By doing so, the mining vehicle can use
the previously designed obstacle avoidance method to
escape the dead zone.

Figure 8. Dead zone.

5 Simulation Verification
This section demonstrates the validation of the
proposed MPC tracking algorithm through a
co-simulation using RecurDyn and Simulink. The
mechanical model of the mining vehicle, as shown in
Fig. 9, is constructed in RecurDyn. The parameters
of the model are calibrated based on the actual
mining vehicle, with details provided in Table 1. The
collection route of the mining vehicle is depicted in
Fig. 10.

Figure 9. Mechanical model of the mining vehicle.

Figure 10. Collection route for the polymetallic nodule
mining vehicle.

Table 1. Design parameters for the mining vehicle.

Design Parameter Value
Land Weight(t) 31

Underwater Weight(t) 11
Length(mm) 8800
Width(mm) 4800
Height(mm) 2950

Drive Wheel Radius(mm) 300
Maximum travel speed(m/s) 1.5

Land Weight(t) 31

During the RecurDyn modeling process, track surface
contact parameters, such as the soil shear resistance
angle, are configured to simulate the terrain of the
polymetallic nodule mining area, as illustrated in Fig.
11.

Figure 11. Track contact surface parameters.

5.1 Validation of the Drive Wheel Speed Correction
Controller

In this subsection, we validate the effectiveness of the
proposed drive wheel speed correction controller. We
compare the performance of MPC with and without
the proposed drive wheel speed correction controller,
and the results are presented in Fig. 12.
As shown in Fig. 12, when the drive wheel speed
correction controller is not used, the lateral error starts
to increase as themining vehicle begins to track the first
circular trajectory. Simultaneously, the longitudinal
position deviates from the reference position. As the
vehicle continues to track the second circular trajectory,
the lateral error further increases due to instantaneous
changes in the steering center, track slippage, and
body sinking. This exacerbates the mismatch in the
longitudinal position, eventually leading to a failure in
trajectory tracking. Conversely, with the drive wheel
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Figure 12. Comparison of MPC with or without the drive
wheel speed controller.

speed correction controller in place, the mining vehicle
can precisely follow the preset trajectory, thereby
demonstrating the controller’s effectiveness.

5.2 Validation of the MPC Trajectory Tracking
Controller

This subsection evaluates the performance of the
MPC-based trajectory tracking controller in two
scenarios: with and without obstacles in the preset
trajectory.
The reference travel speed is set at 1 m/s. Reference
trajectories are generated from 100 discrete sampling
points, with a sampling period T of 1 second. To verify
the tracking performance of the proposed controller,
comparisons aremade amongMPC,MPCwithKF, and
MPC with AKF. NMPC is also used in comparative
simulation experiments. The deviation, which should
not exceed 0.6 meters, is selected as the performance
index in the test. Additionally, the trajectory tracking
computation times for 100 control cycle loops are
recorded during the simulation.
Case 1: Trajectory tracking without obstacles in the
preset trajectory
The simulation results for Case 1 are presented in Fig.
13, Fig. 14, and Table 2.

Table 2. MPC trajectory tracking performance evaluation
index.

Tracking
control

Total computing
time

Squared
deviation (m)

MPC 313 0.184
MPC with KF 338 0.159
MPC with AKF 345 0.161

NMPC 574 0.141

Fig. 13 illustrates that while NMPC can track straight
lines more quickly, MPC, MPC with KF, and MPC

Figure 13. Comparison of vehicle trajectories in the absence
of obstacles.

Figure 14. Comparison of tracking deviations in the absence
of obstacles.

with AKF are all effective in tracking the preset linear
trajectory. As depicted, these controllers achieve
optimal linear tracking performance with minimal
deviations.

In Fig. 14, it is evident that without a filter,
the MPC tracking controller’s trajectory significantly
deviates from the preset path during curve tracking.
Specifically, the maximum lateral deviation during
curve tracking is approximately 0.35 m, and the
maximum overall deviation is about 0.42 m, primarily
due to lateral deviation.

Further analysis in Fig. 14 shows that with KF, the
maximum deviation reduces to around 0.35 m, and
the maximum lateral deviation decreases to about 0.25
m. Additionally, with AKF, the maximum deviation is
around 0.3 m, with themaximum lateral deviation also
at about 0.25 m. Both configurations meet the required
tracking performance, indicating that introducing a
filter enhances curve tracking by reducing lateral
deviation.
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Table 2 indicates that the total deviation of MPC
with AKF is slightly less than that of MPC with
KF, although the computation time for AKF is about
7 seconds longer. Thus, MPC with AKF offers
marginally better tracking performance compared to
MPC with KF, despite the increased computation
time. While NMPC shows superior tracking accuracy,
especially in curve tracking, its computation time is
significantly longer—approximately 284 seconds more
than MPC—resulting in poor real-time performance.

Case 2: Trajectory tracking with obstacles in the preset
trajectory

The simulation results for Case 2 are presented in Fig.
15, Fig. 16, and Table 3.

Figure 15. Comparison of vehicle trajectories in the presence
of obstacles.

Figure 16. Comparison of tracking deviations in the
presence of obstacles.

Table 3. MPC trajectory tracking performance evaluation
index.

Tracking
control

Total computing
time

Squared
deviation (m)

MPC 407 0.221
MPC with KF 416 0.190
MPC with AKF 467 0.191

NMPC 683 0.159

Fig. 15 and Fig. 16 demonstrate that MPC, MPC
with KF, and MPC with AKF show comparable linear
tracking performance.
As seen in Fig. 15, MPC with AKF’s trajectory aligns
more closely with the reference trajectory during
the initial curve tracking, indicating slightly better
performance than MPC and MPC with KF.
However, post-obstacle avoidance trajectories of MPC
with KF and MPC with AKF exhibit greater deviation
compared to MPC alone, as depicted in Fig. 15 and Fig.
16. The second curve tracking performance of MPC
with AKF and MPC with KF is marginally inferior to
that of MPC.
KF and AKF, based on Markov chain principles
[33], imply that each state’s moment is influenced
by its previous state. This analysis shows that
even with limited angular velocity changes, the
vehicle encounters model errors from nonlinear terms
in Eq. (2), impacting filter estimation accuracy.
Introducing AKF or KF leads to incremental model
error accumulation during curve tracking. However,
small angle assumptions in line tracking, as in Eq.
(11), help reduce accumulated errors by eliminating
nonlinear terms. Conversely, without AKF or KF,
current moment errors more significantly affect each
state’s moment.
Given the short distance (about 5m) from obstacle
avoidance to straight-line tracking to curve tracking,
accumulated errors in curve trackingmight not be fully
addressed within this span. Thus, longer trajectories
are necessary to eliminate accumulated errors when
using KF or AKF after continuous curve tracking.
Table 3 shows that both MPC with AKF and MPC
with KF improve trajectory performance over MPC
alone, though not matching NMPC’s higher accuracy
across the trajectory. MPC with AKF and MPC
with KF still meet the accuracy requirements for
full trajectory tracking. Notably, NMPC’s deviation
of 0.6469m, as seen in Fig. 16, fails to meet
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accuracy requirements, with NMPC’s computation
time significantly longer—216 seconds more than
MPC. Considering real-time operation needs, NMPC
is unsuitable for trajectory tracking.
When avoiding obstacles, themining vehiclemust steer
clear of collisions. Fig. 16 and Table 3 reveal that
MPC with AKF achieves a smaller maximum lateral
deviation thanNMPC in obstacle avoidance. Moreover,
Fig. 15 shows onlyMPCwith AKF’s trajectory does not
deviate towards obstacles. Although MPC with AKF’s
computation time is 50 seconds longer than MPC with
KF, it remains acceptable compared to NMPC. Thus,
MPC with AKF provides the best obstacle avoidance
tracking performance.

6 Conclusion
This study proposes an MPC-based trajectory tracking
controller specifically for a mining vehicle. To
address the challenges of slippage and model
nonlinearity, a drive wheel speed correction controller
has been incorporated. Additionally, the Kalman
Filter (KF) and Adaptive Kalman Filter (AKF) are
utilized to enhance the accuracy of curve trajectory
tracking. Numerical simulation results indicate that
although MPC with AKF is slightly less accurate than
NMPC, it still meets the accuracy requirements while
significantly reducing computation time. Furthermore,
in the presence of obstacles, MPC with AKF exhibits
superior tracking accuracy compared to NMPC.
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