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1. Introduction 
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Fig.1.  Note that “Fig.” is abbreviated. There is a period after the figure number, followed by two spaces. It is good practice to explain the significance of the figure in the caption.
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,	                         (1)

where i, j is the pixel index, weight  determined by guided graph G, which is completely independent from the input image.
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4. Experiments
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Table 1. Name of the Table.
	Methods
	SE
	SE
	SP
	ACC

	A
	-
	0.7763
	0.9768
	0.9720

	B
	0.8155
	0.7751
	0.9816
	0.9782

	C
	0.8149
	0.7726
	0.9820
	0.9779

	D
	0.8171
	0.7792
	0.9813
	0.9782

	Ours
	0.8229
	0.8079
	0.9832
	0.9799



5. Conclusion
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